Automated techniques for comparing contents of images. For a given image (referred to as an “input image”), a set of images (referred to as “a set of candidate images”) are processed to determine if the set of candidate images comprises an image whose contents or portions thereof match contents included in a region of interest in the input image.
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- Purpose:
  - To generate TouchVerse Messages without using the TouchVerse "Canvas."
- Usage examples:
  - Without a canvas-like User Interface
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  - From Graphical Interface
    - Erik Blankenship's "Collaboration Station"
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RECEIVE INFORMATION IDENTIFYING AN INPUT IMAGE AND INFORMATION IDENTIFYING A SET OF CANDIDATE IMAGES

DETERMINE IF THE INPUT IMAGE AND THE SET OF CANDIDATE IMAGES ARE SEGMENTED

DETERMINE IF THE INPUT IMAGE AND THE SET OF CANDIDATE IMAGES CONTAIN TEXT THAT CAN BE RECOGNIZED

BASED UPON THE CLASSIFICATION OF THE INPUT IMAGE AND THE SET OF CANDIDATE IMAGES DETERMINED IN STEPS 304 AND 306, IDENTIFY A SET OF CONTENT MATCHING TECHNIQUES FROM THE AVAILABLE CONTENT MATCHING TECHNIQUES TO BE USED FOR COMPARING THE INPUT IMAGE WITH THE SET OF CANDIDATE IMAGES

TIME CONSTRAINTS?

SELECT ONE OR MORE CONTENT MATCHING TECHNIQUES FROM THE SET OF MATCHING TECHNIQUES IDENTIFIED IN STEP 308 THAT SATISFY THE TIME CONSTRAINTS IDENTIFIED IN STEP 310

APPLY THE CONTENT MATCHING TECHNIQUES SELECTED EITHER IN STEP 308 OR IN STEP 312 TO THE INPUT IMAGE AND THE SET OF CANDIDATE IMAGES

DETERMINE BASED UPON THE RESULTS OBTAINED FROM APPLYING THE SELECTED CONTENT MATCHING TECHNIQUES WHETHER THE SET OF CANDIDATE IMAGES INCLUDES AN IMAGE THAT CONTAINS CONTENT THAT MATCHES THE CONTENT IN A REGION OF INTEREST IN THE INPUT IMAGE
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RECEIVE INFORMATION IDENTIFYING AN INPUT IMAGE AND INFORMATION IDENTIFYING A SET OF CANDIDATE IMAGES

IMAGES IN THE SET OF CANDIDATE IMAGES ARE GROUPED INTO SETS SUCH THAT IMAGES OBTAINED FROM THE SAME TYPE OF CAPTURE DEVICE ARE GROUPED INTO ONE SET

FOR EACH SET FORMED IN STEP 504, PERFORM STEPS 304, 306, 308, 310, 312, AND 314 DEPICTED IN FIG. 3

FOR EACH SET IDENTIFIED IN STEP 504, IDENTIFY A SELECTED CONTENT MATCHING TECHNIQUE FOR THE SET WITH THE HIGHEST CONFIDENCE SCORE (CM) AND SELECT THE IMAGE OBTAINED FROM APPLICATION OF THAT SELECTED CONTENT MATCHING TECHNIQUE IS A POTENTIAL MATCHING IMAGE (POTENTIAL) FOR THE SET

CALCULATE A FINAL CONFIDENCE SCORE FOR EACH SET IDENTIFIED IN STEP 504

DETERMINE, BASED UPON FINAL CONFIDENCE VALUES COMPUTED IN STEP 510 FOR THE VARIOUS SETS IDENTIFIED IN STEP 504, WHETHER THE SET OF CANDIDATE IMAGES INCLUDES AN IMAGE THAT CONTAINS CONTENT THAT MATCHES CONTENTS IN THE REGION OF INTEREST IN THE INPUT IMAGE
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Usage examples:
- Without a canvas-like User Interface
- Visitors Kiosk
- Michael Terry's "Audio Spaces"
- From Graphical Interface
- Erik Blumenship's "Collaboration Station"
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AUTOMATED TECHNIQUES FOR COMPARING CONTENTS OF IMAGES

BACKGROUND OF THE INVENTION

The present invention relates to generally to the content matching techniques and more particularly to techniques for comparing contents of images to identify images that contain matching content.

Advancements in the technology and popularity of information capture devices such as digital cameras, scanners, video cameras, etc. has led to an increased amount of information being stored in the form of digital images. There is accordingly an ever increasing need for automated techniques and tools that can compare contents of digital images and find matching images. Several techniques have conventionally been developed for comparing contents of images to find matching images. However, each of these conventional techniques is tailored for images possessing specific characteristics such as image quality, resolution, blur, image segmentation characteristics, occlusions, image color, etc. Accordingly, the selection of which technique to use depends heavily on characteristics of the images being compared. A specific conventional technique can be used to compare images possessing a particular characteristic but is ineffective for comparing other types of images. For example, certain conventional techniques can be used for comparing black and white images but cannot be used for comparing colored images.

In light of the above, there is a need for automated techniques that can be used to compare various different types of images possessing various different characteristics.

BRIEF SUMMARY OF THE INVENTION

Embodiments of the present invention provide automated techniques for comparing contents of images. According to an embodiment of the present invention, for a given image (referred to as an "input image"), a set of images (referred to as "a set of candidate images") are processed to determine if the set of candidate images comprises an image whose contents or portions thereof match contents included in a region of interest in the input image. The region of interest in the input image may comprise presentation information.

According to an embodiment of the present invention, techniques are provided for determining if a first set of images includes an image containing contents that match presentation information contained in a region of interest of an input image. In this embodiment, it is determined if the input image and images in the first set of images have a first characteristic and a second characteristic. Based upon whether or not the input image and images in the first set of images have the first characteristic and the second characteristic, a first set of comparison techniques are identified from a plurality of comparison techniques. The contents of the input image are compared with the contents of images in the first set of images using one or more comparison techniques from the first set of comparison techniques. Based upon results of the comparison, it is determined if the first set of images includes an image comprising contents that match the presentation information contained in a region of interest of the input image.

According to another embodiment of the present invention, techniques are provided for determining if a plurality of images includes an image containing contents that match presentation information contained in a region of interest of an input image. The plurality of images includes images captured by one or more types of capture devices. For each image in the plurality of images, a type of capture device used to capture the image is determined. The images in the plurality of images are then grouped into a plurality of sets based upon the types of capture devices used to capture the images such that all images captured by a type of capture device are grouped in one set. For each set in the plurality of sets of images: it is determined if the input image and images in the set have a first characteristic and a second characteristic; a set of comparison techniques from a plurality of comparison techniques are identified based upon whether or not the input image and the images in the set have the first characteristic and the second characteristic; contents of the input image and contents of the images in the set are compared using one or more comparison techniques from the set of comparison techniques; for each comparison technique in the one or more comparison techniques, a confidence score is received for the comparison technique and a matching image identified by the comparison technique from the set of images as containing contents that match the presentation information in the region of interest of the input image; a set confidence score is determined for the set based upon the confidence scores for the one or more comparison techniques; and from the matching images identified by the one or more comparison techniques, a matching image identified by the comparison technique with the highest confidence score is identified as a matching image for the set. It is determined, based upon the set confidence scores for the plurality of sets, if the plurality of images includes an image comprising contents that match the presentation information in the region of interest of the input image.

The foregoing, together with other features, embodiments, and advantages of the present invention, will become more apparent when referring to the following specification, claims, and accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1A depicts an input image where the region of interest occupies the entire image; FIG. 1B depicts an input image where the region of interest occupies a portion of the input image; FIG. 2 is a simplified block diagram of a data processing system that may incorporate an embodiment of the present invention; FIG. 3 depicts a simplified high-level flowchart showing a method of comparing contents of images according to an embodiment of the present invention; FIG. 4 is a simplified block diagram of modules that may perform the processing depicted in FIG. 3 according to an embodiment of the present invention; FIG. 5 depicts a simplified high-level flowchart depicting a method of comparing images according to an embodiment of the present invention wherein the set of candidate images may contain images obtained from different types of capture devices or sources;
DETAILED DESCRIPTION OF THE INVENTION

Embodiments of the present invention provide automated techniques for comparing contents of images. According to an embodiment of the present invention, for a given image (referred to as an “input image”), a set of images (referred to as “a set of candidate images”) are processed to determine if the set of candidate images comprises an image whose contents or portions thereof match contents included in a region of interest in the input image. An image from the set of candidate images is considered to be a matching image to the input image if the contents contained in the region of interest in the input image are included in the matching image. The region of interest may correspond to the entire input image or a smaller portion thereof (i.e., the region of interest in the input image may cover the entire input image or a portion thereof). Accordingly, in embodiments where the region of interest in the input image may contain other content in addition to the content included in the region of interest, a matching image may also contain other content in addition to the matching content included in the region of interest in the input image.

The input image and images in the set of candidate images may have been captured or generated by a variety of capture devices. Accordingly, the images may have different characteristics with respect to image quality, resolution, segmentation, color, blur, occlusions, etc. Embodiments of the present invention provide automated generalized computer-implemented techniques for comparing images that may have different characteristics and may have been captured by a variety of different capture devices.

According to an embodiment of the present invention, the region of interest of the input image that is used for the comparison corresponds to a region or portion of the input image comprising information (referred to as “presentation information”) that may have been presented during a presentation. Accordingly, in this embodiment, the region of interest of the input image comprises presentation information. Examples of presentations include a meeting, a conference, a lecture, etc. The presentation information may comprise or correspond to information in a slide, a web page, charts, documents, etc. that may be displayed during a presentation or a portion thereof (i.e., a portion of a slide, a web page, charts, documents, etc.). The slides or web pages, etc. may contain natural or synthetic images, photos, text or lines of text, or a combination thereof.

As described above, the images that are compared, including the input image and images in the set of candidate images, may have been captured using a variety of different capture devices. For purposes of this application, the term “capture device” is intended to refer to any device, system, apparatus, or application that is configured to capture, record, generate, or produce information, including images, of one or more types. Examples of capture devices include scanners (e.g., a scanner used to scan slides printed on paper to produce a digital representation of the slides), video recorders (e.g., video cameras, digital cameras capable of capturing video information), digital image capture devices (e.g., digital cameras, video cameras that can capture digital images, etc.), presentation recorders, screen capture devices (e.g., a whiteboard capture device), symbolic information capture devices, etc. A presentation recorder is able to capture information presented during a presentation, for example, by tapping into and capturing stream of information from an information source. For example, for a computer executing a PowerPoint presentation, a presentation recorder is able to tap into information about the presentation slides displayed by the computer. Examples of presentation recorders and information capture devices are described in U.S. Provisional Application No. 60/244,771, filed Oct. 31, 2000, U.S. application Ser. No. 09/728,560, filed Nov. 30, 2000, U.S. application Ser. No. 09/728,453, filed Nov. 30, 2000, U.S. application Ser. No. 09/521,252, filed Mar. 8, 2000, the entire contents of which are herein incorporated by reference for all purposes.
For example, the input image may have been captured by an attendee of a presentation using a digital camera. The attendee may have captured the image of a PowerPoint slide displayed on a projection screen.

As described above, the region of interest of an input image may cover the entire input image or a smaller portion thereof. FIG. 1A depicts an input image 100 where the region of interest occupies the entire image. As shown in FIG. 1A, the region of interest comprises presentation information in the form of a slide. FIG. 1B depicts an input image 150 where the region of interest occupies a portion of the input image. As depicted in FIG. 1B, region of interest 152 corresponds to a rectangular bounded portion of input image 150 that contains presentation information corresponding to a slide. Input image 150 also contains other information in addition to the presentation information included in region of interest 152. For example, the other information in image 150 includes a view of the room in which the presentation is taking place, a view of the presenter, one or more pictures of other attendees, etc.

The set of candidate images may include images captured by a variety of capture devices described above. The candidate images may or may not contain presentation information.

FIG. 2 is a simplified block diagram of data processing system 200 that may incorporate an embodiment of the present invention. As shown in FIG. 2, data processing system 200 includes at least one processor 202, which communicates with a number of peripheral devices via a bus subsystem 204. These peripheral devices may include a storage subsystem 206, comprising a memory subsystem 208 and a file storage subsystem 210, user interface input devices 212, user interface output devices 214, and a network interface subsystem 216. The input and output devices allow user interaction with data processing system 202.

Network interface subsystem 216 provides an interface to other computer systems, networks, and storage resources 204. The networks may include the Internet, a local area network (LAN), a wide area network (WAN), a wireless network, an intranet, a private network, a public network, a switched network, or any other suitable communication network. Network interface subsystem 216 serves as an interface for receiving data from other sources and for transmitting data to other sources from data processing system 200. For example, may receive the images to be compared via network interface subsystem 216. Embodiments of network interface subsystem 216 include an Ethernet card, a modem (telephone, satellite, cable, ISDN, etc.), (asynchronous) digital subscriber line (DSL) units, and the like.

User interface input devices 212 may include a keyboard, pointing devices such as a mouse, trackball, touchpad, or graphics tablet, a scanner, a barcode scanner, a touchscreen incorporated into the display, audio input devices such as voice recognition systems, microphones, and other types of input devices. In general, use of the term “input device” is intended to include all possible types of devices and ways to input information to data processing system 200.

User interface output devices 214 may include a display subsystem, a printer, a fax machine, or non-visual displays such as audio output devices. The display subsystem may be a cathode ray tube (CRT), a flat-panel device such as a liquid crystal display (LCD), or a projection device. In general, use of the term “output device” is intended to include all possible types of devices and ways to output information from data processing system 200.

Storage subsystem 206 may be configured to store the basic programming and data constructs that provide the functionality of the present invention. For example, according to an embodiment of the present invention, software modules implementing the functionality of the present invention may be stored in storage subsystem 206. These software modules may be executed by processor(s) 202. Storage subsystem 206 may also provide a repository for storing data used in accordance with the present invention. For example, the images to be compared including the input image and the set of candidate images may be stored in storage subsystem 206. Storage subsystem 206 may comprise memory subsystem 208 and file/disk storage subsystem 210.

Memory subsystem 208 may include a number of memories including a main random access memory (RAM) 218 for storage of instructions and data during program execution and a read only memory (ROM) 220 in which fixed instructions are stored. File storage subsystem 210 provides persistent (non-volatile) storage for program and data files, and may include a hard disk drive, a floppy disk drive along with associated removable media, a Compact Disk Read Only Memory (CD-ROM) drive, an optical drive, removable media cartridges, and other like storage media.

Bus subsystem 204 provides a mechanism for letting the various components and subsystems of data processing system 202 communicate with each other as intended. Although bus subsystem 204 is shown schematically as a single bus, alternative embodiments of the bus subsystem may utilize multiple busses.

Data processing system 200 can be of varying types including a personal computer, a portable computer, a workstation, a network computer, a mainframe, a kiosk, or any other data processing system. Due to the ever-changing nature of computers and networks, the description of data processing system 200 depicted in FIG. 2 is intended only as a specific example for purposes of illustrating the preferred embodiment of the computer system. Many other configurations having more or fewer components than the system depicted in FIG. 1 are possible.

FIG. 3 depicts a simplified high-level flowchart 300 depicting a method of comparing contents of images according to an embodiment of the present invention. The method may be performed by software modules executed by a data processing system, by hardware modules, or combinations thereof. Flowchart 300 depicted in FIG. 3 is merely illustrative of an embodiment incorporating the present invention and does not limit the scope of the invention as recited in the claims. One of ordinary skill in the art would recognize variations, modifications, and alternatives.

As depicted in FIG. 3, processing is initiated upon receiving information identifying an input image comprising a region of interest that comprises presentation information and information identifying a set of candidate images to be searched for identifying an image that contains presentation information that matches the presentation information in the region of interest of the input image (step 302). As previously indicated, the input image may also contain other information in addition to presentation information. The images in the set of candidate images may or may not contain presentation information. For purposes of clarity, it is assumed for the processing depicted in flowchart 300 that the set of candidate images are all captured using the same type of capture device. This is however not intended to limit the scope of the present invention. In alternative embodiments, the set of candidate images might include images captured by different capture devices.

The embodiment of the present invention then determines if the input image and the set of candidate images are segmented (step 304). In an embodiment where comparisons are
made between presentation information contained in a region of interest in the input image and contents of the candidate images, an image is considered to be segmented if it contains only a region of interest comprising presentation information and no other regions. An image is considered to be non-segmented if it contains one or more regions that do not contain presentation information. A non-segmented image may or may not comprise a region comprising presentation information. For example, the image depicted in FIG. 1A is segmented while the image depicted in FIG. 1B is non-segmented. For example, an image captured by a symbolic capture device is likely to be a segmented image while an image captured by a digital camera is more likely to be a non-segmented image. For example, if the presentation information is considered to be a slide, some images may contain only the slide region, for example images obtained from the original source file, or images captured by a presentation recorder, and are considered segmented images. Other images may contain the slide region as well as its surroundings and are considered non-segmented. For example a digital camera picture of a presentation slide, a video clip of the presenter and the presentation slide, etc.

According to an embodiment of the present invention, information provided by a user may be used to determine if the input image and/or images in the set of candidate images are segmented or non-segmented. For example, the user may manually provide information classifying the input image and the set of candidate images as either segmented or non-segmented.

Characteristics of a capture device that is used to capture or produce an image may also be used to determine if the image is segmented or non-segmented. For example, certain capture devices are more likely to produce segmented images while other devices are more likely to produce images that are segmented. Table A provides information identifying multiple capture devices and the types (either segmented or non-segmented) of images that the devices are likely to produce.

<table>
<thead>
<tr>
<th>Type of capture device</th>
<th>Type of image likely to be produced by the capture device</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video recorder</td>
<td>Non-segmented</td>
</tr>
<tr>
<td>Digital Camera</td>
<td>Non-segmented</td>
</tr>
<tr>
<td>Presentation recorder/Screen capture device</td>
<td>Segmented</td>
</tr>
<tr>
<td>Symbolic information capture device</td>
<td>Segmented</td>
</tr>
<tr>
<td>Scanner</td>
<td>Non-segmented</td>
</tr>
</tbody>
</table>

Accordingly, if the identity of the capture device is known, then that information can be used to determine if the image produced by the device is segmented or non-segmented. For example, if it is determined that the input image was produced by a digital camera then the input image is classified as a non-segmented image based on the information in Table A. The information identifying the capture devices that were used to capture the input image and the set of candidate images may be provided by the user. Alternatively, image processing techniques may be applied to the input image and the set of candidate images to determine the type of capture devices used to produce the images. The type of the capture devices may then be used to determine if the images are segmented or non-segmented.

Image processing techniques may also be applied to the input image and the set of candidate images to determine if the images are segmented or non-segmented. According to an embodiment of the present invention, image processing techniques may also be applied to convert non-segmented images into segmented images using techniques such as region-of-interest segmentation techniques that are known to those skilled in the art.

The embodiment of the present invention then determines if the input image and the set of candidate images contain text that can be recognized using optical character recognition (OCR) techniques or other text extraction techniques (step 306). An image is considered to be “OCRable” if it contains text that can be recognized using OCR techniques or text that can be extracted from the source file or image file using other text extraction techniques.

Various different techniques may be used to determine if the images are OCRable. According to an embodiment of the present invention, the user may provide information that is used to determine if the input image and/or images in the set of candidate images are OCRable. For example, the user may manually provide information classifying the input image and the set of candidate images as OCRable or not. Alternatively, information related to capture devices used to produce the images may be used to determine if the images are OCRable. For example, images from screen capture applications are more likely to be OCRable while images from a low resolution video camera are generally not OCRable. Alternatively, image processing techniques may be used to determine if the input image and the set of candidate images contain text that can be recognized using optical character recognition (OCR) techniques or other text extraction techniques. For example, an OCR technique may be applied to an image to extract text from the image. The length of the extracted text and the confidence score associated with the OCR technique and the extracted text may be used to determine whether or not the image is OCRable.

Based upon the classification of the input image and the set of candidate images determined in steps 304 and 306, a set of content matching or comparison techniques are identified from the available content matching techniques to be used for comparing the input image to images in the set of candidate images to determine if the set of candidate images includes at least one image that includes content that matches the presentation content contained in the region of interest of the input image (step 308). The available content matching techniques may include various image matching techniques and techniques that compare contents extracted from image file or source files. Several different techniques may be available such as edge histogram matching technique (referred to as “EH” technique), layout matching technique (referred to as “LM” technique), OCR-string matching technique (referred to as “OCRST” technique), line profile matching technique (referred to as “LP” technique), and several others. Descriptions of the some of the individual techniques are provided below in the section labeled “Matching Techniques”. Table B identifies some of the techniques that are to be selected for matching the input image to the set of candidate images based upon the classifications of the input image and the set of candidate images.

<table>
<thead>
<tr>
<th>TABLE B</th>
</tr>
</thead>
<tbody>
<tr>
<td>[INPUT IMAGE]</td>
</tr>
<tr>
<td>S + O</td>
</tr>
<tr>
<td>SCI</td>
</tr>
</tbody>
</table>

For example, the user may use the classification of the input image and/or images in the set of candidate images to determine if the set of candidate images contains text that can be recognized using optical character recognition (OCR) techniques or other text extraction techniques (step 306). An image is considered to be “OCRable” if it contains text that can be recognized using OCR techniques or text that can be extracted from the source file or image file using other text extraction techniques.
Accordingly, step 308, a set of matching techniques are selected from the available matching techniques based upon the characteristics of the input image and the set of candidate images. For example, if the input image is classified in steps 304 and 306 as non-segmented and OCRable, and the set of candidate images is classified as segmented and non-OCRable, the set of techniques selected in step 308 includes the edge histogram matching technique (EH), layout matching techniques (LM), and line profile matching technique (LP) per the information in Table B.

A check is then made to see if there are any processing time constraints associated with the comparison process (step 310). Several different processing time constraints may be specified depending on the application that is performing the processing depicted in FIG. 3 and the context in which the processing is being performed. For example, the time constraints may specify if the processing is to be performed in real-time or off-line. Time constraints in the form of maximum time limits allowed for the processing may also be specified. If it is determined in step 310 that time constraints are specified for the processing, then one or more matching techniques that satisfy the time constraints are then selected from the set of matching techniques identified in step 308 (step 312). For example, the layout matching technique (LM) and the edge histogram matching techniques (EH) are more suited for real-time processing as they are faster than the OCR-string matching technique (OCRS) and line profile matching techniques (LP). Accordingly, if the comparison of the input image to the set of candidate images is to be performed in real time then the EH and LM techniques are selected and not OCR and line profile techniques. If there are no time constraints associated with the comparison then processing continues with step 314.

The matching techniques selected either in step 308 or in step 312 are then applied to the input image and the set of candidate images (step 314). According to an embodiment of the present invention, the selected techniques are applied in random order. According to another embodiment of the present invention, heuristics or control information may be specified that controls the order and manner in which the selected matching techniques are applied.

According to an embodiment of the present invention, heuristics may be specified such that, if the selected techniques (selected either in step 308 or step 312) includes the edge histogram matching technique (EH), then that technique is used first as it is fast to compute and accurate. Next, if the selected techniques include the layout matching technique (LM), then that technique is used. Even though the results of the layout matching technique (LM) may not be as accurate as the edge histogram matching technique (EH), it is very fast to compute. Next, if the selected techniques include the OCR-string matching technique (OCRS), then that technique is used. Though the OCR-string matching technique (OCRS) is slower to execute, it produces accurate results. Lastly, the line profile matching technique (LP) is used. The line profile matching technique (LP) is slow to compute and is generally the least accurate of the other techniques. The heuristics or control information described above is merely illustrative of an embodiment of the present invention and are not intended to limit the scope of the present invention as recited in the claims. Several other types of heuristics may also be defined. For example, the user may also specify the order in which the matching techniques are to be applied. Accordingly, in step 314, heuristics or control information may be applied to determine the order in which the selected matching techniques are to be applied.

According to an embodiment of the present invention, all the selected matching techniques are applied in step 314. In alternative embodiments, all the selected matching techniques may not be applied in step 314. In one such alternative embodiment, if a satisfactory matching image is identified by application of a selected matching technique, then the other selected matching techniques need not be applied.

According to an embodiment of the present invention, when a selected matching technique is applied, distance values are computed between the input image and each image in the set of candidate images. A distance value for an input image and an image from the set of candidate images provides a measure of the closeness of the match between content contained in the region of interest of the input image and content in the image from the set of candidate images. The closeness of the match is generally proportional to the distance value. Accordingly, a smaller distance value indicates a closer match.

According to an embodiment of the present invention, the results or outputs of applying a selected matching technique to the input image and the set of candidate images in step 314 include a match confidence score (Cm), an image (Imatch) from the set of candidate images that is the best matched image to the input image (Iinput) using the selected matching technique, and the distance (MinDistance) between Imatch and the input image Iinput. As described above, the distance MinDistance provides a measure of the closeness of the match between the content (e.g., the presentation information) contained in the region of interest of the input image and the contents of the Imatch image. In certain embodiments, metadata associated with the selected matching technique may also be output. According to an embodiment of the present invention, the metadata includes information related to parameters or thresholds used by a selected matching technique. The metadata might be different for different matching techniques.

As indicated above, after applying a selected matching technique to find the best matched image in the set of candidate images to the input image, a confidence score (Cm) is computed and output for the selected matching technique. The confidence score Cm for a selected matching technique provides a measure of the level of confidence that the best matched image found by applying that selected matching technique found is indeed the image that would be identified as most similar to the input image by a human subject. According to an embodiment of the present invention, the confidence score for a selected matching technique is computed as follows. For a given input image Iinput and a set of candidate images S={I1, I2, I3, . . . , Ik}, a match confidence score Cm is computed as:

<table>
<thead>
<tr>
<th>TABLE B-continued</th>
</tr>
</thead>
<tbody>
<tr>
<td>INPUT IMAGE</td>
</tr>
<tr>
<td>--------------------</td>
</tr>
<tr>
<td>S + O NS + O S + O NS + O</td>
</tr>
<tr>
<td>OCRS, LP OCRS, LP OCRS, LP OCRS, LP</td>
</tr>
<tr>
<td>NS + O NS + O NS + O NS + O</td>
</tr>
<tr>
<td>S + NO S + NO S + NO S + NO</td>
</tr>
<tr>
<td>L P L P L P</td>
</tr>
<tr>
<td>NS + NO NS + NO NS + NO NS + NO</td>
</tr>
<tr>
<td>OCRS, LP OCRS, LP OCRS, LP OCRS, LP</td>
</tr>
<tr>
<td>LM LM LM LM</td>
</tr>
<tr>
<td>EH EH EH EH</td>
</tr>
<tr>
<td>OCRS OCRS OCRS OCRS</td>
</tr>
<tr>
<td>LP LP LP LP</td>
</tr>
</tbody>
</table>

where:
- SCI—set of candidate images
- S—segmented
- NS—non-segmented
- O—OCRable
- NO—Non-OCRable
- EH—edge histogram matching technique
- LM—layout matching technique
- OCRS—OCR-string matching technique
- LP—line profile matching technique

According to an embodiment of the present invention, all the selected matching techniques are applied in step 314. In alternative embodiments, all the selected matching techniques may not be applied in step 314. In one such alternative embodiment, if a satisfactory matching image is identified by application of a selected matching technique, then the other selected matching techniques need not be applied.

According to an embodiment of the present invention, when a selected matching technique is applied, distance values are computed between the input image and each image in the set of candidate images. A distance value for an input image and an image from the set of candidate images provides a measure of the closeness of the match between content contained in the region of interest of the input image and content in the image from the set of candidate images. The closeness of the match is generally proportional to the distance value. Accordingly, a smaller distance value indicates a closer match.

According to an embodiment of the present invention, the results or outputs of applying a selected matching technique to the input image and the set of candidate images in step 314 include a match confidence score (Cm), an image (Imatch) from the set of candidate images that is the best matched image to the input image (Iinput) using the selected matching technique, and the distance (MinDistance) between Imatch and the input image Iinput. As described above, the distance MinDistance provides a measure of the closeness of the match between the content (e.g., the presentation information) contained in the region of interest of the input image and the contents of the Imatch image. In certain embodiments, metadata associated with the selected matching technique may also be output. According to an embodiment of the present invention, the metadata includes information related to parameters or thresholds used by a selected matching technique. The metadata might be different for different matching techniques.

As indicated above, after applying a selected matching technique to find the best matched image in the set of candidate images to the input image, a confidence score (Cm) is computed and output for the selected matching technique. The confidence score Cm for a selected matching technique provides a measure of the level of confidence that the best matched image found by applying that selected matching technique found is indeed the image that would be identified as most similar to the input image by a human subject. According to an embodiment of the present invention, the confidence score for a selected matching technique is computed as follows. For a given input image Iinput and a set of candidate images S={I1, I2, I3, . . . , Ik}, a match confidence score Cm is computed as: 
matching techniques, a determination is then made whether to select the matching image. According to another embodiment of the present invention, the Imatch image output by the first applied selected matching technique may be considered a match if the match confidence score (Cm) for the first technique satisfies a match threshold. In other embodiments, the Imatch image output by the first matching technique may be considered a match if the match confidence score (Cm) for the first technique and the MinDistance output by the first applied technique satisfy one or more match thresholds. If the results output from applying the first applied matching technique are deemed not to satisfy the match thresholds, then a second selected matching technique (based upon the ordering) is applied and results obtained from applying the second technique are analyzed to find a matching image. In this manner, the other selected matching techniques may be applied in order until a matching image is identified or until the results from applying the selected techniques indicate that none of the images in the set of candidate images match the input image.

As described above, the segmentation and OCRable characteristics of the input image and images in the set of candidate images were used to determine a set of matching techniques to be used for comparing the contents of the images. In alternative embodiments of the present invention other characteristics (e.g., color, image quality, resolution, occlusions, blur, etc.) of the images may also be used to identify a set of matching techniques from the available matching techniques to be used for comparing the images.

FIG. 4 is a simplified block diagram of modules that may perform the processing depicted in FIG. 3 according to an embodiment of the present invention. The modules depicted in FIG. 4 may be software modules executed by a data processor, hardware modules, or combinations thereof. The modules depicted are merely illustrative of an embodiment of the present invention and do not limit the scope of the invention as recited in the claims. One of ordinary skill in the art would recognize variations, modifications, and alternatives.

As depicted in FIG. 4, the modules include an image classifier module 402, a selector and matcher module 404, and an evaluator module 406. Classifier module 402 receives as input the input image (Iinput) and a set of candidate images (S) to be searched. Classifier module 402 is configured to classify the input image and the set of candidate images as either segmented or non-segmented, and OCRable or non-OCRable. Other classifications may also be made in alternative embodiments of the present invention. Information identifying the classification of the images is then provided to the selector and matcher module 404. Accordingly, classifier module 402 performs the processing depicted in steps 302, 304, and 306 in flowchart 300 depicted in FIG. 3.

Selector and matcher module 404 is configured to receive classification information related to the input image and the set of candidate images from image classifier module 402 and
to select a set of matching techniques from the available matching techniques to be applied for the input image and set of candidate images. Selector and matcher module 404 may use information such as information described in Table B (previously described) to select a set of matching techniques to be applied. Selector and matcher module 404 may also be configured to determine if there are any time constraints associated with the processing and to select an appropriate set of matching techniques that satisfy the time constraints.

Selector and matcher module 404 is then configured to apply the selected matching techniques to the input image and the set of candidate images. As described above, the selected matching techniques may be applied in various ways. If heuristics are specified for determining the order in which the selected matching techniques are to be applied, then selector and matcher module 404 is configured to evaluate the heuristics and determine an order for applying the selected matching techniques. Selector and matcher module 404 is configured to provide the results obtained from applying the selected matching techniques to evaluator module 406. As described above, the results obtained from applying a selected matching technique may include a match confidence score (Cm) for the selected matching technique, an image (Imatch) from the set of candidate images that is the best matched image using the selected matching technique, the distance (MinDistance) between Imatch and the input image indicating the closeness of the match, and metadata associated with the selected matching technique. Accordingly, selector and matcher module 404 is configured to perform processing described in steps 308, 310, 312, and 314 of flowchart 300 depicted in FIG. 3.

Evaluator module 406 is configured to receive results from selector and matcher module 404 and to determine if the set of candidate images includes an image whose contents match content in the region of interest of the input image. As described above, the determination whether the set of candidate images contains a matching image may depend on the confidence score (Cm) for a selected matching technique, the MinDistance measure output by the technique, and metadata if any output from the technique. In order to determine if a match is found, evaluator module 406 may compare the results to match thresholds. If a matching image is found, then evaluator module 406 is configured to output information identifying the matching image. The confidence score (Cm) associated with the technique that identified the matching image may also be output. Evaluator module 406 may also compute a final confidence score ( Cf) for the matching image and output the final confidence score (Cf). According to an embodiment of the present invention, the final confidence score ( Cf) is based upon the confidence scores (Cm) of the selected matching techniques and computed by summing all the Cm values for the selected matching techniques and dividing the resultant sum by the number of Cm values. If no matching image is found, then evaluator module 406 may output information indicating that no matching image was found.

In embodiments of the present invention where the selected techniques are to be applied in a particular order (e.g., a particular order determined from heuristics), evaluator module 406 is configured to receive results from selector and matcher module 402 obtained from applying a first selected technique. If a matching image is determined based upon those results, then information identifying the matching image may be output by evaluator module 406 along with the confidence score (Cm) for the first matching technique. If a matching image is not identified based upon results obtained from applying the first selected matching technique, evaluator module 406 may be configured to send a signal to selector and matcher module 404 signaling that the selector and matcher module 404 to apply the next selected technique in order. Evaluator module 406 may then receive and evaluate results obtained from applying the next selected matching technique to see if a matching image is found. In this manner, evaluator module 406 may send a signal to selector and matcher module 404 until a matching image is found or until all the selected matching techniques have been applied by selector and matcher module 404. Accordingly, evaluator module 406 is configured to perform processing depicted in step 316 in FIG. 3.

For the processing depicted in FIG. 3 it was assumed that the set of candidate images are all captured using the same type of capture device or source. This is however not intended to limit the scope of the present invention. FIG. 5 depicts a simplified high-level flowchart 500 depicting a method of comparing images according to an embodiment of the present invention wherein the set of candidate images may contain images obtained from different capture devices or sources. The method may be performed by software modules executed by a data processing system, by hardware modules, or combinations thereof. Flowchart 500 depicted in FIG. 5 is merely illustrative of an embodiment incorporating the present invention and does not limit the scope of the invention as recited in the claims. One of ordinary skill in the art would recognize variations, modifications, and alternatives.

As depicted in FIG. 5, processing is initiated upon receiving information identifying an input image that comprises presentation information and information identifying a set of candidate images to be searched for identifying an image that contains presentation information that matches the presentation information in the region of interest of the input image (step 402). The input image may also contain other information in addition to presentation information. The set of candidate images can include images captured by different capture devices.

The images in the set of candidate images are then grouped into sets such that images obtained from the same type of capture device are grouped into one set (step 504). For example, all images captured using a digital camera may be grouped into one set, all images captured using a scanner may be grouped into another set, and so on. The processing in step 504 may be performed based upon information received from the user. For example, for each image in the set of candidate images, the user may provide information identifying the capture device used for capturing or producing the image. This information may then be used to group the candidate images into sets such that each set generated in step 504 includes images captured or obtained from the same type of capture device. In alternate embodiments, images in the set of candidate images may be analyzed using image processing techniques to determine the type of capture device used for capturing the images, and the information obtained from the image may be used to group the candidate images into sets in step 504.

Processing described in steps 304, 306, 308, 310, 312, and 314 is performed for each set generated in step 504 (step 506). Accordingly, in step 506, for each set identified in step 504, the selected matching techniques are applied to the input image and images in that set.

For each set identified in step 504, a selected matching technique with the highest confidence score (Cm) for that set is identified and the Imatch image obtained from application of that selected matching technique is then selected as a potential matching image (Ipotential) for that set (step 508). A final confidence score (Cf) is calculated for each set identified.
in step 504 (step 510). According to an embodiment of the present invention, the final confidence score (Cf) for a set is computed by summing all the Cm values obtained for the set by applying the selected matching techniques and dividing the resultant sum by the number of Cm values.

It is then determined, based upon Cf values computed in step 510 for various sets identified in step 504, whether the set of candidate images includes an image that contains contents that match the contents (e.g., presentation information) in the region of interest of the input image (step 512). According to an embodiment of the present invention, the potential image associated with the set having the highest final confidence value (Cf) is identified as the matching image (i.e., an image that contains content that matches the content of interest in the input image). According to another embodiment of the present invention, the highest final confidence value (Cf) value may be compared to match thresholds to determine if the potential image associated with that set is the matching image. Metadata associated with the matching technique for the set may also be used to determine if the image is a match. The final confidence value and the metadata may be compared to match thresholds and a match is indicated only if the match thresholds are satisfied. In this manner a matching image may be found from the set of candidate images that may include images captured by or obtained from a variety of different capture devices.

APPLICATION EXAMPLES

This section describes simple examples of processing performed for identifying a matching image for an input image according to embodiments of the present invention. These examples are merely illustrative of embodiments of the present invention and are not meant to limit the scope of the present invention as recited in the claims.

(1) Matching Images Obtained by from a Presentation Recorder with Images Obtained from a Symbolic Information Capture Device

In this example, the input image is obtained from a presentation recorder and the set of candidate images is obtained from a symbolic information capture device or alternatively, the set of candidate images is obtained from a presentation recorder and the input image is obtained from a symbolic information capture device. Generally, images obtained from a presentation recorder and a symbolic information capture device are segmented images (as indicated in Table A). It is further assumed that the images are OCRable and the processing is to be performed in real-time. Based upon these conditions, the edge histogram matching technique (EH) and layout matching technique (LM) are selected per Table B. It is further assumed that heuristics are defined such that the edge histogram matching technique (EH) is to be applied before the layout matching technique (LM). Pseudo code for the matching process is given below.

As indicated above, the match thresholds (Th1, Th2, Th3) may be configured by a user. According to an embodiment of the present invention, Th1 is set to 1.0. Suggested values for Th2 and Th3 according to an embodiment of the present invention: Th2=100; Th3=100.

(2) Matching Images Obtained from a Scanner to Images Obtained from a Presentation Recorder or a Symbolic Information Capture Device

In this example, the input image is obtained from a scanner and the set of candidate images are obtained from a presentation recorder or a symbolic information capture device (or alternatively, the set of candidate images is obtained from a scanner and the input image is obtained from a symbolic information capture device or a presentation recorder). Generally, images obtained from a scanner are non-segmented. Nevertheless, segmenting the region of interest from such images can easily be done via post processing so using a segmentation technique. These images are generally OCRable. It is further assumed that the processing is to be performed in real-time. Based upon these conditions, the OCR-string matching technique (OCRS) and edge histogram matching technique (EH) are selected. It is further assumed that heuristics are defined such that the OCR-string matching technique (OCRS) is to be applied before applying the edge histogram matching technique (EH). This is because since the images are not segmented at the time of the capture and the post-segmentation process may be erroneous, edge histogram matching technique (EH) may not yield as accurate results. OCR-string matching technique (OCRS) is performed first and the edge histogram matching technique (EH) is applied only if OCR-string matching technique (OCRS) fails to find a matching image. In order to apply edge histogram matching technique (EH), the image may need to be segmented. Pseudo code for the matching process is given below.

//Parameters of edge and layout match routines, edgeMatch and layoutMatch:
//Inputs:
//  !input: Input image to be matched
//  S: set of candidate images
//Outputs:
//  Cm: match confidence value
//  Imatch: best matched image for edge histogram matching technique (EH)

//Parameters of edge and layout match routines, OCRSMatch and edgeMatch
//Inputs:
//  !input: Input image to be matched
//  S: set of candidate images

As indicated above, the match thresholds (Th1, Th2, Th3) may be configured by a user. According to an embodiment of the present invention, Th1 is set to 1.0. Suggested values for Th2 and Th3 according to an embodiment of the present invention: Th2=100; Th3=100.

(2) Matching Images Obtained from a Scanner to Images Obtained from a Presentation Recorder or a Symbolic Information Capture Device

In this example, the input image is obtained from a scanner and the set of candidate images are obtained from a presentation recorder or a symbolic information capture device (or alternatively, the set of candidate images is obtained from a scanner and the input image is obtained from a symbolic information capture device or a presentation recorder). Generally, images obtained from a scanner are non-segmented. Nevertheless, segmenting the region of interest from such images can easily be done via post processing so using a segmentation technique. These images are generally OCRable. It is further assumed that the processing is to be performed in real-time. Based upon these conditions, the OCR-string matching technique (OCRS) and edge histogram matching technique (EH) are selected. It is further assumed that heuristics are defined such that the OCR-string matching technique (OCRS) is to be applied before applying the edge histogram matching technique (EH). This is because since the images are not segmented at the time of the capture and the post-segmentation process may be erroneous, edge histogram matching technique (EH) may not yield as accurate results. OCR-string matching technique (OCRS) is performed first and the edge histogram matching technique (EH) is applied only if OCR-string matching technique (OCRS) fails to find a matching image. In order to apply edge histogram matching technique (EH), the image may need to be segmented. Pseudo code for the matching process is given below.

//Parameters of edge and layout match routines, edgeMatch and layoutMatch:
//Inputs:
//  !input: Input image to be matched
//  S: set of candidate images

As indicated above, the match thresholds (Th1, Th2, Th3) may be configured by a user. According to an embodiment of the present invention, Th1 is set to 1.0. Suggested values for Th2 and Th3 according to an embodiment of the present invention: Th2=100; Th3=100.
As indicated above, the match thresholds (Th1, Th2, Th4) may be configured by a user. According to an embodiment of the present invention, Th1 is set to 1.0. Suggested values for Th2 and Th4 according to an embodiment of the present invention: Th2=100; Th4=20.

(3) Matching Images Obtained Using a Video Recorder or Digital Camera with Images Obtained Using a Video Recorder, Digital Camera, Presentation Recorder, or Symbolic Information Capture Device

In this example, the input image is obtained using a video recorder or digital camera and the set of candidate images are obtained from a video recorder, digital camera, presentation recorder, or symbolic information capture device (or alternatively, the set of candidate images is obtained from a video recorder or digital camera and the input image is obtained from a video recorder, digital camera, presentation recorder, or symbolic information capture device). It is assumed that the images are OCRable.

Images obtained from video recorder or digital camera are generally non-segmented images and also may possess skew, motion blur, etc. characteristics that may make accurate use of edge histogram matching technique (EH) and layout matching technique (LM) difficult. Accordingly, OCR-string matching technique (OCRS) and fine profile matching technique (LP) techniques are used. In some cases OCR-string matching technique (OCRS) may also not yield satisfactory results. For example, if $\text{StringLength}(<\text{input})<\text{Th}4$ (where Th4 is some user defined threshold, and $\text{StringLength}$ is the number of characters extracted from an image), then line profile matching technique (LP) is used. The Th4 threshold may be defined as part of the heuristics to determine which matching technique to use. Alternatively, the Th4 threshold may be defined as part of the match thresholds. Pseudo code for the matching process is given below:

```c
// Inputs:
// input: input image to be matched
// S: set of candidate images

// Outputs:
// Cm: match confidence value
// Imatch: best matched image for edge histogram matching technique (EH)
// MinDistance: the distance of input to Imatch.
// if (Cm> Th1 && MinDistance< Th2)
//      if (StringLength(<input)>Th4)
//          then declare Imatch as the matching image to input.
//      else
//          Segment (input); //Segment the input image
//          if (StringLength(<input)>Th4)
//              then declare Imatch as the matching image to input.
//          else
//              Segment (input); //Segment the input image
//          if (StringLength(<input)>Th4)
//              then declare Imatch as the matching image to input.
//          else
//              if (StringLength(<input)>Th4)
//                  then declare Imatch as the matching image to input.
//              else
//                  Segment (input); //Segment the input image
//                  if (StringLength(<input)>Th4)
//                      then declare Imatch as the matching image to input.
//                  else
//                      Segment (input); //Segment the input image
//                      if (StringLength(<input)>Th4)
//                          then declare Imatch as the matching image to input.
```

As indicated above, the match thresholds (Th1, Th2, Th4) may be configured by a user. According to an embodiment of the present invention, Th1 is set to 1.0. Suggested values for Th2 and Th4 according to an embodiment of the present invention: Th2=100; Th4=20.

**EXAMPLES OF MATCHING TECHNIQUES**

This section provides a general description of some image matching techniques that may be used by the present invention.

(1) Edge Histogram Matching (EH)

Histograms are commonly used in the art to represent features of an image. Edges in images constitute an important feature to represent the contents of the images. An edge histogram feature vector represents the local, global, and/or semi-global edge content and/or edge distribution in an image. Edges can be of many types, including diagonal, vertical and horizontal. An edge histogram distance between two images is computed by finding the distance between their corresponding edge histogram feature vectors. These distances can be found in a variety of ways, including using the sum of absolute differences or sum of squared differences. The distance between an input image, $\text{input}$, and each of the images in the set [S] of candidate images, can be computed based on edge histogram differences. The image in [S] that has the minimum distance to $\text{input}$ is declared to be the matching image, $\text{Imatch}$. The distance of $\text{Imatch}$ to $\text{input}$ is called MinDistance. A match confidence score, Cm, may also be computed (an example of such a computation is described above). Metadata may also be output by the edge histogram matching technique. For example, the metadata may include the "number of edges" in an input image.

According to an embodiment of the present invention, a modified edge histogram matching technique is used as follows. The following description assumes that the technique is used on an image of a slide. Text regions in images contain strong horizontal and vertical edges. Local horizontal and vertical edge histograms of a slide image are employed to effectively represent the amount of text and text layout in an image.

Edge histograms are extracted as follows according to an embodiment of the present invention. First, edge detection operators (e.g., a Sobel operator) as shown in FIGS. 6A and 6B may be applied to an image to obtain edge magnitudes. A
parameter “t” may be used for edge detection. The parameter “t” is an estimation of how wide the edges of characters are in a slide image. That is, if an object with a foreground color is placed on a background color, at the edges, most of the time, the transition between the foreground and background is not sharp. There might be pixels at the edge that do not have exactly background color or the foreground color, but have a color in between these. Most of the times these pixels are introduced by low pass filtering of the capture device. According to an embodiment of the present invention, the value t=4 is used. It is important to note that the performance of edge matching does not have a strong dependency on “t”, as long as all edges are extracted using the same “t” value.

After edge magnitudes are computed for an image, an edge is detected only if the edge magnitude is larger than a threshold and either edge direction has changed or the location of the current pixel is far enough (>t) from the previous edge pixel. Pseudo code for the vertical edge detector is given below. Horizontal edges are found in a similar way.

```plaintext
int edgeVal; // edge value is an estimation of how wide the edges of characters are in a slide image

for (y=imageHeight; y>0; y--) // scan the image from bottom to top
    for (x=imageWidth; x>0; x--)
        edgeVal = verticalEdge[y][x];

        // compute edge value of current pixel
        edgeVal += verticalEdge[y+1][x] - verticalEdge[y-1][x];
        edgeVal += verticalEdge[y][x+1] - verticalEdge[y][x-1];
```

After horizontal and vertical edge pixels are extracted, the image is divided into NxM segments and the number of horizontal and vertical edge pixels are computed separately for each segment to form the local horizontal, \( H_{hor} \), and vertical, \( H_{ver} \), edge histograms and normalized by the total number of pixels in their corresponding segments as follows.

\[
H_{hor}(n, m) = \frac{1}{N \times M} \sum_{y=0}^{N-1} \sum_{x=0}^{M-1} \text{verticalEdge}[y][x] 
\]

where \( N \) is the number of horizontal segments and \( M \) is the number of vertical segments, \( \text{verticalEdge}[y][x] \) is the detected edge value at \((x, y)\) location, \( S_x \) and \( S_y \) are the height and width of segment \((n, m)\) in pixels and found by \( S_x = \text{ImageWidth}/N \) and \( S_y = \text{ImageHeight}/M \). Horizontal edge histogram, \( H_{hor} \), is found in a similar way.

Two global edge features are also included in the feature vector, which are computed by summing the histogram values of vertical and horizontal edge histograms separately and normalizing them by \( N \times M \) as follows.

\[
G_{hor} = \frac{1}{N \times M} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} H_{hor}(n, m) 
\]

The resulting feature vector is

\[
F = (G_{hor}, G_{hor}(0,0), \ldots, H_{hor}(n,m), H_{hor}(0,0), \ldots, H_{hor}(n,m)) 
\]

Since the processing does not use a low pass filtering (such as a Gaussian filtering commonly used in Canny edge detection scheme), the edges in natural images and textures are likely to contribute greatly to the edge histograms. This is desired since they help accurate matching of slides containing images as well as text. If the presentation slide background is textured (for example edge histograms having consistently high value for each histogram bin and each slide), a smoothing filter may be used to suppress the background texture prior to edge detection.

The distance between the edge histogram feature vectors, \( F_1 \) and \( F_2 \), can be found by computing the L2 norm of their difference, which is the sum of squared differences of each vector value.

\[ \|F_1 - F_2\|^2 = \sum_{i=1}^{N} (F_{1i} - F_{2i})^2 \]

(2) Layout Matching

The layout of an image represents roughly how the color and intensity of pixels are distributed in an image. Generally, each color channel of the image is spatially down-sampled with an averaging filter to compute the layout of an image. If an image is grayscale or black and white, then only luminance channel may be considered. The distance between two images is found by summing the absolute differences between each corresponding layout location of each color channel. The distance between an input image, \( I_{input} \), and each image in the set of candidate images \( \{S\} \) can be computed based on these layout differences. The image in \( \{S\} \) that has the minimum distance to \( I_{input} \) is declared to be the matching image, \( I_{match} \). The distance of \( I_{match} \) to \( I_{input} \) is called MinDistance. A match confidence score, \( C_m \), may also be computed (an example of such a computation is described above). Metadata may also be output by the layout matching technique.

There are cases where an image of a presentation slide does not contain any text or edges. In such cases the distance between two images can be found by layout distance. According to an embodiment, each color channel of the slide image is down-sampled with an averaging filter and the sum computed of absolute differences to find the layout distance between two images.

Generally, the slide region of an image needs to be segmented prior to computing the layout distance. Accordingly, this technique is used for segmented images. If the image contains only the slide regions, for example, the images captured by the presentation recorder, then segmentation is not needed.

(3) OCR-String Matching

The similarity of two images can be computed based on their text content. The text content of an image can be obtained by using Optical Character Recognition (OCR). OCR is well known in the literature and commercial packages exist that perform OCR on images. If a slide image (i.e., image containing slide presentation information) is obtained,
from a known source, for example from a PowerPoint file or an HTML page, it is also possible to extract text from that file by decoding the syntax of the PowerPoint file or the HTML page. Once the text is extracted, the distance is obtained between an input image, Imatch, and each of the images in the set of candidate images [S]. The distance Imatch to Imatch is called MinDistance. A match confidence score, Cm, may also be computed as explained above. Metadata may also be output by the OCR-string matching technique. For example, the metadata may include the number of characters that are extracted from the image ("string length").

This explanation assumes that the content of interest comprises presentation information, namely, presentation slides. Presentation slides generally contain text with oversized fonts in a color contrasting to their background. Nevertheless, text extraction from the images of such slides can still be challenging, because of the different lighting conditions and occlusions that may occur during the capture, as well as blur, tilt or other effects that might be introduced by the capture device. Many researchers have addressed the problem of segmenting text in varying luminance conditions and from textured backgrounds (e.g., as described in R. Lienhart and A. Wernicke, “Loca..."}, and The processing comprises two steps: (a) binarization followed by (b) computation of the string distance.

(a) Binarization


Global thresholding techniques, such as the well-known Otsu’s method are not suitable because of lighting variations that are likely to occur within an image. Moreover, a captured image may contain objects, such as people, that are outside of the region or content of interest (i.e., the slide area), which might affect the selection of an appropriate global threshold. Therefore, a local adaptive binarization method is used. Trier et al. evaluated a number of local binarization techniques and concluded that Nilback’s method performs best for OCR purposes. Nilback’s method is based on computing a local threshold for each pixel based on the mean and standard deviation of local neighborhood. The formulation for threshold selection includes a constant typically based on the amount and size of the text in an image to obtain the best performance. This is an acceptable assumption to make when binarizing documents that are scanned at a certain resolution containing fonts in a limited range. However, such assumptions are not proper for the image matching process as the resolution and font size can differ dramatically from one image to the other. In such scenarios, Nilback’s method produces binary images that have inconsistent quality. According to an embodiment of the present invention, a localized version of Otsu’s method is used for binarization as it does not require any constants or tuning for threshold selection. Otsu’s method selects an optimum threshold that minimizes the within class variances based on two cluster assumption.

As part of the binarization process, a high boost filter is first applied to the image to improve the contrast between the background and the text. Next, for each pixel location, mean and variance of the local neighborhood of size 16x16 pixels is computed. Regions containing text generally have high variances. If a pixel has a very low variance neighborhood, it is classified as a background pixel. Otherwise, Otsu’s clustering technique is applied to the 16x16 region around the pixel to select a threshold and classify the pixel accordingly. FIGS. 7B, 7C, 7D, and FIGS. 8B, 8C, and 8D show the results of the binarization of two example slide shots depicted in FIGS. 7A and 8A. FIGS. 7A and 8A show the original images, FIGS. 7B and 8B show the binarization results with Otsu global thresholding, FIGS. 7C and 8C show the binarization results with Nilback’s local thresholding, and FIGS. 7D and 8D show the binarization results according to the modified technique according to an embodiment of the present invention that involves pre-filtering followed by Otsu local thresholding of high variance neighborhoods. As seen from the FIGS. 7B, 7C, 7D, 8B, 8C, and 8D, the modified method according to an embodiment of the present invention achieves better binarization of text and yields better OCR results.

Text extraction from pictures of slides can have some other useful applications as well. For example, based on the analysis of the OCR output, a list of topics that a person is interested in can be automatically compiled. A list of other relevant topics and presentations can be retrieved automatically based on a person’s interests.

(b) String Distance Computation:

After the images are binarized, skew is corrected, and OCR is performed, string matching is performed using the text output to find a similarity score between two slide images. OCR results from slide images captured by different devices can be in different accuracy. For example, the text output extracted from a digital camera image is generally less accurate than that obtained by OCRing the screen projection output. In most of the applications that we foresee slide matching being useful, one of the capture sources is likely to be more reliable than the other and the OCR results obtained from one of the sources will likely to be close to the ground truth. This is taken into consideration when performing string matching and the string that is obtained from the more reliable source is classified as the ground truth string. The characters obtained for each slide are first concatenated. Then the similarity score between two strings are computed as follows.

\[ d = \frac{1}{2} \left( d_1 + d_2 \right) \]

where \( I_g \) is the length of ground truth string and \( d_2 \) is the edit distance between two strings. Edit distance is computed by counting the number of inserts and deletions required for matching. The punctuations and the extra characters in the string that is extracted from the less reliable source are ignored.

(4) Line Profile Matching

A line profile represents the quantity, distribution, and the length of text lines in an image. The distance between an input image, Imatch, and each image in the set of candidate images \([S]\) can be computed based on the distance computed
between two line profiles. The image in \{S\} that has the minimum distance to \text{input} is declared to be the matching image, \text{Imatch}. The distance of \text{Imatch} to \text{input} is called \text{MinDistance}. A match confidence score, \text{Cm}, may also be computed as explained above. Metadata may also be output by the line profile matching technique. For example, the metadata may include the length of the longest line in the image.

The following explanation of using this technique assumes that the content on interest to be compared includes a slide region. If an image is blurred character recognition from such an image is very difficult. Further, employing layout or edge histogram matching for this image requires having an accurately segmented slide region which may not be available. Such images can be compared using line profile matching techniques. Description of a modified line profiling technique is provided below according to an embodiment of the present invention.

According to the modified line profile matching technique, the text regions in the images are first identified. Text regions generally have strong vertical edges and a vertical edge detection method (as described above in the edge histogram matching technique description) is used. Edges are computed in each color space, e.g., R, G, B, and Luminance. An edge pixel is detected if an edge pixel is identified in any of the color spaces. For each pixel location, a value, \text{E}_{xy}, is computed by accumulating the number of edge pixels in a neighborhood window \text{KxL}. The pixels that have \text{E}_{xy} values that are larger than an adaptive threshold are marked as pixels that belong to a text region. Then for each horizontal line in the image (if there are broken lines they can be connected), the maximum run of such pixels is computed to obtain a line profile. This is illustrated in FIGS. 9A, 10A, 10B, 10C, 10A, 10B, and 10C.

FIGS. 9A and 10A depict images comprising presentation information. FIGS. 9B and 10B show regions of images depicted in FIGS. 9A and 10A that potentially contain text. FIGS. 9C and 10C depict graphs showing runs (maximum number of consecutive text region pixels) projected onto the vertical axes for the regions depicted in FIGS. 9B and 10B. The X axis on each graph is the image height and the Y axis is the maximum number of consecutive text region pixels. The peaks in the line profile (FIGS. 10C and 10C) correspond to the text lines in the image. For matching line profiles of two images that can be of different resolutions, these values are first normalized. The normalization is done by finding the peak value in the line profile (which is proportional to the longest text line in the image) and then scaling both the x and y values of the line profile with this peak value. This provides normalization in both horizontal and vertical directions. Then a feature vector is formed by the normalized line profile values.

The feature vectors of the different images may be in different sizes. The distance between two feature vectors is found by aligning the two vectors with their peak value and computing the sum of absolute differences.

Although specific embodiments of the invention have been described, various modifications, alterations, alternative constructions, and equivalents are also encompassed within the scope of the invention. The described invention is not restricted to operation within certain specific data processing environments, but is free to operate within a plurality of data processing environments.

Additionally, although the present invention has been described using a particular series of transactions and steps, it should be apparent to those skilled in the art that the scope of the present invention is not limited to the described series of transactions and steps.

Further, while the present invention has been described using a particular combination of hardware and software, it should be recognized that other combinations of hardware and software are also within the scope of the present invention. The present invention may be implemented only in hardware, or only in software, or using combinations thereof. The specification and drawings are, accordingly, to be regarded in an illustrative rather than a restrictive sense. It will, however, be evident that additions, subtractions, deletions, and other modifications and changes may be made thereunto without departing from the broader spirit and scope of the invention as set forth in the claims.

What is claimed is:

1. A computer-implemented method of determining whether a first set of images includes an image containing contents that match presentation information contained in a region of interest of an input image, the method comprising:
   - determining whether the input image and images in the first set of images have a selected characteristic;
   - identifying a comparison technique from a plurality of comparison techniques based upon whether the input image and images in the first set of images have the selected characteristic;
   - comparing contents of the input image and contents of images in the first set of images using the identified comparison technique; and
   - determining, based upon the comparison results, whether the first set of images includes an image comprising contents that match the presentation information in the region of interest of the input image.

2. The method of claim 1 wherein the region of interest corresponds to a portion of the input image.

3. The method of claim 1 wherein:
   - determining whether the input image and the images in the first set of images have the selected characteristic comprises at least one of determining whether the input image and the images in the first set of images are segmented, and determining whether the input image and the images in the first set of images comprise text that is recognizable.

4. The method of claim 3 wherein determining whether the input image and the images in the first set of images are segmented comprises receiving information indicating whether the input image and images in the set of candidate images are segmented.

5. The method of claim 3 wherein determining whether the input image and the images in the first set of images are segmented comprises:
   - identifying one or more capture devices used to capture the input image and the images in the first set of images; and
   - determining, based upon the one or more capture devices, whether the input image and images in the first set of images are segmented.

6. The method of claim 5 further comprising:
   - storing information identifying a plurality of capture devices; and
   - storing, for each capture device in the plurality of capture devices, information indicating whether an image captured by the capture device is segmented.

7. The method of claim 3 wherein determining whether the input image and the images in the first set of images comprise text that is recognizable comprises receiving information indicative of whether the input image and the images in the first set of images comprise text that is recognizable.

8. The method of claim 3 wherein determining whether the input image and the images in the first set of images comprise text that is recognizable comprises:
identifying one or more capture devices used to capture the input image and the images in the first set of images; and determining, based upon the one or more capture devices, whether the input image and the images in the first set of images comprise text that is recognizable.

9. The method of claim 2 further comprising: receiving information identifying a time constraint; and identifying a second comparison technique that satisfies the time constraint.

10. The method of claim 3 wherein determining whether the first set of images includes an image comprising contents that match the presentation information in the region of interest of the input image comprises:

receiving, for the selected comparison, a confidence score for the selected comparison technique,
a matching image identified by the selected comparison technique from the first set of images as containing contents that match the presentation information in the region of interest of the input image, and
a distance value for each image in the first set of images, the distance value indicative of a measure of closeness of match between the presentation information contained in the region of interest of the input image and contents in the image from the first set of images; and
identifying, based upon the confidence score for the selected comparison technique and the distance values, an image, from the matching images identified by the selected comparison technique, as the image comprising contents that match the presentation information in the region of interest of the input image.

11. A data processing system for determining if a first set of images includes an image containing contents that match presentation information contained in a region of interest of an input image, the data processing system comprising:
a processor;
a computer memory coupled to the processor, the computer memory operable to store computer instructions that, when executed by the processor, cause the system to:
determine whether the input image and images in the first set of images have a selected characteristic;
identify a comparison technique from a plurality of comparison techniques based upon whether the input image and images in the first set of images have the selected characteristic;
compare contents of the input image and contents of images in the first set of images using the identified comparison technique, and
determine, based upon results of the comparison, whether the first set of images includes an image comprising contents that match the presentation information in the region of interest of the input image.

12. The system of claim 11 wherein the region of interest corresponds to a portion of the input image.

13. The system of claim 11 wherein the instructions for determining whether the input image and the images in the first set of images comprise text that is recognizable.

14. The system of claim 13 wherein the instructions for determining whether the input image and the images in the first set of images comprise text that is recognizable further includes instructions for identifying one or more capture devices used to capture the input image and the images in the first set of images and determining, based upon the one or more capture devices, whether the input image and the images in the first set of images comprise text that is recognizable.

15. The system of claim 13 wherein the instructions for determining whether the input image and the images in the first set of images comprise text that is recognizable further include instructions for identifying one or more capture devices used to capture the input image and the images in the first set of images and determining, based upon the one or more capture devices, whether the input image and the images in the first set of images comprise text that is recognizable.

16. A computer program product embedded in a computer-readable medium for determining whether a first set of images includes an image containing contents that match presentation information contained in a region of interest of an input image, the computer program product comprising:

code for determining whether the input image and images in the first set of images have a selected characteristic;
code for identifying a comparison technique from a plurality of comparison techniques based upon whether the input image and images in the first set of images have the selected characteristic;
code for comparing contents of the input image and contents of images in the first set of images using the identified comparison technique, and
code for determining, based upon results of the comparison, whether the first set of images includes an image comprising contents that match the presentation information in the region of interest of the input image.

17. The computer program product of claim 16 wherein the region of interest corresponds to a portion of the input image.

18. The computer program product of claim 16 wherein the code for determining whether the input image and the images in the first set of images have the selected characteristic further includes at least one of code for determining whether the input image and the images in the first set of images are segmented, and code for determining whether the input image and the images in the first set of images comprise text that is recognizable.

19. The computer program product of claim 18 wherein the code for determining whether the input image and the images in the first set of images are segmented further includes code for receiving information indicating whether the input image and images in the set of candidate images are segmented.

20. The computer program product of claim 18 wherein the code for determining whether the input image and the images in the first set of images comprise text that is recognizable further includes code for identifying one or more capture devices used to capture the input image and the images in the first set of images and determining, based upon the one or more capture devices, whether the input image and the images in the first set of images comprise text that is recognizable.