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BACKGROUND OF THE INVENTION

The present invention relates to information capture systems, and more particularly to techniques for capturing digital information, providing access to the captured information, and performing various actions based upon the digital information.

Several techniques and systems have been devised to capture digital information. For example, information may be captured during meetings, presentations, classroom lectures, demonstrations, conferences, interviews, legal proceedings, focus group meetings, surveillance activities, and the like. The captured digital information may comprise information and audio information, images, documents, slides, whiteboard information, notes information, and the like. Various information capture devices may be used to capture the information. The captured information is typically stored for subsequent retrieval and use.

Improved techniques are desired for accessing and using the digital information.

BRIEF SUMMARY OF THE INVENTION

Embodiments of the present invention provide a system for capturing and receiving digital information. The digital information may comprise information of one or more types including video information, audio information, images, documents, whiteboard information, notes information, and the like. Various actions may be performed based upon the digital information. The digital information may be captured by one or more capture devices.

According to an embodiment of the present invention, techniques are provided for processing digital information. Digital information is received and a set of one or more events determined from the digital information. An action to be performed is determined based upon the set of events and the action is performed.

The digital information may comprise information captured by a set of one or more capture devices and operation of a capture device from the set of capture devices may be controlled based upon the set of events. The set of events may comprise a slide-related event and the set of capture devices may comprise a camera. A view may be determined based upon the slide-related event and the operation of the camera may be controlled to cause the camera to capture the view. The slide-related event may be an event indicating a slide change, an event indicating consecutive slide changes, an event indicating that a period of time has elapsed without a slide change, or other slide-related event.

In one embodiment, when the slide-related event indicates a slide change then the camera is caused to focus on a presenter. When the slide-related event indicates consecutive slide changes then the camera is made to focus on a screen used for showing one or more slides. When the slide-related event indicates that a time period has elapsed without a slide change then the camera may be made to focus on a room where a presentation is occurring.

According to an embodiment of the present invention, performing the action comprises determining, based upon an event from the set of events, a portion of the digital information to be output, and outputting the portion of the digital information. An entity to which the portion of the digital information is to be output may be determined and the portion of the digital information output to the entity.

According to an embodiment of the present invention, a blog entry may be created based upon an event from the set of events.

According to an embodiment of the present invention, a document may be submitted by a first user. The first user may also submit a first set of one or more preferences to be associated with the document. A request may be received to access the document from a second user. The second user may also provide a second set of one or more preferences. The document may be provided to the second user according to the second set of preferences. In one embodiment, the document is provided to the second user only if permitted by the first set of preferences. The first set of preferences may also identify a format for accessing the document, and the document is provided to the second user in the format identified by the first set of preferences. The first set of preferences may identify a language for accessing the document, and the document is provided to the second user in the language identified by the first set of preferences. The second set of preferences may identify a format in which the document is to be accessed, and the document is provided to the second user in the format identified by the second set of preferences. The second set of preferences may identify a language in which the document is to be accessed, and the document is provided to the second user in the language identified by the second set of preferences.

According to an embodiment of the present invention, the digital information or a portion thereof may be streamed via a network.

According to another embodiment of the present invention, a request may be received to copy a portion of the digital information. In response, the portion of the digital information may be converted to a set of one or more representations and the set of representations copied to a clipboard. A request may be received to paste the portion of the digital information. In response, at least one representation from the set of representations may be pasted from the clipboard.
embodiment, the set of representations may comprise a first representation and a second representation. A first request may be received from a first application to paste the portion of the digital information and a second request may be received from a second application to paste the portion of the digital information. The first representation from the clipboard may be pasted into the first application in response to the first request and the second representation from the clipboard may be pasted into the second application in response to the second request.

According to an embodiment of the present invention, a kiosk is provided that receives a request to export a portion of the digital information. The portion of the digital information may be used to perform processing according to an embodiment of the present invention; and the portion of the digital information may be pasted into the first application in response to the second request.

According to an embodiment of the present invention, the set of representations may comprise a first representation and a second representation. A first request may be received from a first application to paste the portion of the digital information and a second request may be received from a second application to paste the portion of the digital information. The first representation from the clipboard may be pasted into the first application in response to the first request and the second representation from the clipboard may be pasted into the second application in response to the second request.

According to an embodiment of the present invention, a kiosk is provided that receives a request to export a portion of the digital information. The portion of the digital information is then exported to an external medium.

The foregoing, together with other features, embodiments, and advantages of the present invention, will become more apparent when referring to the following specification, claims, and accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 depicts a simplified system that may incorporate an embodiment of the present invention;

FIG. 2 depicts an example of a web-based control interface according to an embodiment of the present invention;

FIG. 3 is a simplified block diagram of various modules/engine which may be used to perform actions based upon the captured/stored information according to an embodiment of the present invention;

FIG. 4 depicts a simplified high-level flowchart showing a method of performing actions based upon detected events according to an embodiment of the present invention;

FIG. 5 is a simplified block diagram of various modules/engine of a document sharing system according to an embodiment of the present invention;

FIG. 6 depicts a simplified web-based document submission interface according to an embodiment of the present invention;

FIG. 7 depicts a simplified document retrieval interface according to an embodiment of the present invention;

FIG. 8 depicts a simplified block diagram of a kiosk according to an embodiment of the present invention;

FIG. 9 depicts modules/components that may be used to provide the copy/paste functionality according to an embodiment of the present invention;

FIGS. 10A, 10B, 10C, 10D, 10E, and 10F depicts examples of static visual representations for multimedia information according to an embodiment of the present invention;

FIG. 11 depicts a simplified blogging interface according to an embodiment of the present invention;

FIG. 12 depicts a simplified interface for browsing blog entries according to an embodiment of the present invention;

FIG. 13 depicts a simplified a graphical user interface (GUI) that may be displayed by a kiosk according to an embodiment of the present invention; and

FIG. 14 is a simplified block diagram of a computer system that may be used to perform processing according to an embodiment of the present invention.

DETAILED DESCRIPTION OF THE INVENTION

In the following description, for the purposes of explanation, specific details are set forth in order to provide a thorough understanding of the invention. However, it will be apparent that the invention may be practiced without these specific details. The words data and information are used interchangeably.
device 112 that may also be configured to capture the information from computer 116. Server 102 may also receive screen shots of the computer’s desktop. Examples of techniques for capturing information are also described in U.S. application Ser. No. 09/728,560, filed Nov. 30, 2000, U.S. application Ser. No. 09/728,453, filed Nov. 30, 2000, and U.S. application Ser. No. 09/521,252, filed Mar. 8, 2000, the entire contents of which are incorporated herein by reference for all purposes. In some embodiments, server 102 may also be configured to receive slides information from the application (e.g., a PowerPoint application) executing the slides presentation on computer 116.

Server 102 may also receive information from other sources such as from a projector, a mobile phone, a television, a DVD player, a video recorder, a monitor, and other like sources. One or more capture devices may also capture information from such sources and then communicate the information to server 102.

A document sharing system 118 may also be provided for capturing electronic documents. Document sharing system 118 may provide an interface that enables users to submit electronic documents to server 102. Document sharing system 118 may also provide an interface for users to access documents that have been previously submitted to server 102. In this manner, previously submitted documents are made available and may be shared by multiple users or applications. Document sharing system 118 may be implemented in hardware, or software (code, instructions), or combinations thereof.

As described above, server 102 may receive different types of digital information including time-varying media information such as video and audio information, images, slides information, documents, etc. Server 102 is configured to store the received digital information in a memory location such as in database 122. The information may be stored in a form that facilitates subsequent retrieval, use, and analysis of the information. For time-varying media information, server 102 may synchronize and then store the captured digital information. In one embodiment, the information received by server 102 may be packaged as a record 124 and stored in database 122. A record 124 may correspond to a file, a directory including one or more subdirectories and files, a data structure, and the like. A record may also correspond to a blog entry ("blog") is short for web log which is generally a collection of frequently published information, such as a personal journal, often in chronological order, that lists events, information about events such as photos or video clips, and the author's comments about the events, etc.). A blog entry may include pointers to multimedia data such as jpegs, audio clips, and video clips, as well as metadata about the multimedia data such as the time when it was captured, a URL to the original form of that data, and a free-form textual description for that data that might describe where it was captured. Multiple records may be stored by database 122. For example, all information received by server 102 for a meeting may be stored in a record 124 for the meeting. System 100 may also be used to capture/receive information for a conference, a presentation, a lecture, an interview, a trial, a deposition, a ceremony, gathering, celebration, assembly, or any occasion when information may be captured or recorded.

In one embodiment, the digital information received by server 102 may be stored in database 122 without any processing. In other embodiments, the information received by server 102 may be processed and indexed before being stored. The processing may include changing the format of the information (e.g., from bitmap format to JPEG format), translating the information to other formats and other languages, selecting one or more keyframes from the video information such that only the selected key frames are stored, classifying images based upon contents of the images or upon other attributes of the images, analyzing the information to determine contextual information, and so forth. One or more information processing modules 126 may be provided for performing the processing. Processing modules 126 may be implemented in software, hardware, or combinations thereof.

The digital information stored in database 122 or the information received by server 102 may be accessed in different ways by various entities. Server 102 may provide a streaming interface 128 for streaming the digital information received by server 102. The streamed information may include information captured by capture devices 104, information received from other sources such as computer 116, and other information. Various types of information may be streamed in real time including audio information, video information, slides information, whiteboard information, etc. In one embodiment, the information may be streamed in real time. The information may be broadcasted real-time via a communication network 130 using wired or wireless communication links. Communication network 130 may be a local area network (LAN), a wide area network (WAN), a wireless network, an intranet, the Internet, a private network, a public network, a switched network, or any other suitable communication network. In other embodiments, the information may be streamed directly to user systems or devices.

The digital information or portions thereof received by server 102 may also be output via external access interface 132. External access interface 132 provides an interface through which external entities may request information from server 102 and through which server 102 may provide information to the external entities. The external entities may include other applications 134 such as various multimedia applications, communication applications such as email programs, word processing applications, and the like. External entities may also include user systems 136. For example, external access interface 132 may be used to provide information to and service requests received from one or more user systems 136 used by one or more users. A user may connect to server 102 using a computer and request a portion of the digital information stored in database 122. In response, server 102 may determine the requested portion of the digital information and communicate the requested information to the requesting user system.

A control interface 140 may be provided for controlling the functionality of system 100. Control interface 140 may be used to control the information that is captured and stored by server 102. Users may also use control interface 140 to control the functionality of one or more capture devices 104. Control interface 140 may also be used to associate access permissions with the digital information stored in database 122. Control interface 140 may also be used to control when recording of information is to be started/stopped, indicate if streaming is to be enabled, etc. A user may also provide information via control interface 140. This user-provided information may be stored as part of record 124. For example, if system 100 is used to capture information during a meeting, conference, lecture, etc., information related to the meeting such as the location of the meeting, the meeting attendees, etc., may be provided by a user via control interface 140. This information may be used to annotate or index the digital information stored for the particular meeting.

In one embodiment, control interface 140 may be a web-based interface that is accessible from any computer coupled to server 102 either directly or via some communication network such as the Internet or intranet. FIG. 2 depicts an
example of a web-based control interface 200 according to an embodiment of the present invention. The embodiment depicted in FIG. 2 may be used when system 100 depicted in FIG. 1 is used to capture information for a meeting. System 100 may serve as a meeting room portal. As depicted in FIG. 2, an entry field 202 is provided for entering information related to a topic to be discussed at the meeting. Entry field 204 is provided for entering the name of a presentation file (e.g., a PowerPoint *.ppt file) to be presented at the meeting. The language of the presentation may be specified using drop-down list 206. Information identifying one or more meeting attendees may be entered in field 208. Access rights for the information recorded and stored for the meeting (e.g., access permissions for record 124 stored for the meeting) may be specified using buttons 210. As depicted in FIG. 2, company-wide access is enabled. Live streaming may be enabled or disabled using selection buttons 212. The transfer rate for the live streaming may also be set using buttons 214. An operation mode of a capture device such as a camera may be configured using drop-down list 216 (set to "auto" mode in FIG. 2). As described below, in "auto" mode, the operation of the capture device may be automatically controlled based upon events detected from the captured/ stored digital information. A "Start Recording" button 218 is provided for initiating information capture for the meeting and a "Finish Recording" button 220 is provided for stopping the recording. Status 222 of the recording may also be displayed. Various other types of control interfaces may be provided in alternative embodiments.

Referring back to FIG. 1, a blogging interface 150 may be provided for controlling the creation and access of blog entries. The blogs may be stored in database 122 or in other locations accessible to server 102. The blogs may be stored as part of a record 124. Users may manually create blog entries by connecting a capture device such as a digital camera to server 102 and uploading images or multimedia clips (audio or video) to server 102. A blog processing module 152 may be provided that is manually or automatically invoked in response to connection of the digital camera. Blog processing module 152 may be configured to automatically classify the image data into one of many types (e.g., document image, whiteboard image, business card image, slide image, regular image, etc.). The classification information may be included in the blog entry that may be stored as part of record 124 and used to organize the blog entries for retrieval. The automatic classification may use an image classification technique such as that described in U.S. patent application Ser. No. 11/0031, 516, filed Jun. 07, 2005 titled SEMANTIC CLASSIFICATION AND ENHANCEMENT PROCESSING OF IMAGES FOR PRINTING APPLICATIONS, the entire contents of which are herein incorporated by reference for all purposes.

Blog entries may also be created from information provided by capture devices 104 under control of the blogging interface 150. FIG. 11 depicts a simplified blogging interface 1100 according to an embodiment of the present invention. Using interface 1100 depicted in FIG. 11, a user can create a blog entry by grabbing some content which may be selected by choosing an appropriate content selection button. For example, the user can create a blog entry by grabbing a video clip of a fixed duration (e.g., the previous 15 seconds and the next two minutes) from a capture device such as camera 106 by selecting "Video" button 1102. The video clip data is saved in database 122 and a blog entry created for it may be stored as part of record 124. The blog entry may include the time and date when it was captured and its duration (e.g., 2 minutes and 15 seconds in the above example). Key frames from that clip are displayed in time line thumbnail view 1104 and a textual representation for the blog entry record is displayed in blog editor 1106. Users can freely modify the displayed text to add whatever metadata they feel is appropriate. This may include pointers to other multimedia clips or URLs. In this example, a URL points to the multimedia recording of a meeting and the user included a pointer to a whiteboard image that was captured while that meeting was being discussed and a pointer to a video clip of that discussion—which were included in the blog entry by pressing "WB" 1108 and "Video" 1102 buttons, respectively. A user can also create a blog entry including other types of information. For example, a blog entry may be created that includes a key frame from the video on the user’s computer (e.g., laptop or desktop PC) by pressing "Screen" button 1110. Users can then add descriptive text as metadata by editing the Blog entry.

Blog entries may also be automatically created from information provided by capture devices 104 under control of the blog processing module 152 using events detector 300 in FIG. 3, as described later. Blog entries may be browsed using blogging interface 150. FIG. 12 depicts a simplified interface 1200 for browsing blog entries according to an embodiment of the present invention. When a user clicks on “View” tab 1202, a Calendar is displayed showing when blog entries were created. The user can use the Calendar view to browse blog entries by date. Selection of a particular date causes the display of a time-sorted set of blog entries for that day. The user can click on any of those entries to replay the data or information (e.g., multimedia data) associated with that entry. For example, FIG. 12 shows blog entries for Jan. 24, 2005. By clicking on the first jpeg image, the user is presented a web browser that would let the user replay the recording of the meeting that occurred at 15:54:10 on that day.

Referring back to FIG. 1, users may also interact with server 102 via kiosk 138. Users may perform various functions via kiosk 138 including controlling working of server 102, exporting information stored in database 122 or a portion thereof to an external medium, retrieving status of the recording, specifying processing to be performed on the recorded information, and other functions. Further details related to kiosk 138 are provided below.

System 100 depicted in FIG. 1 may be used to capture digital information in various different settings. For example, in one embodiment, system 100 may be used to capture information during a meeting, lecture, conference, etc. For example, capture devices 104 may be used to capture information during a meeting. In a meeting setting, camera 106 may capture video information of a meeting presenter, the audience, slides being shown on a screen, etc., microphone 108 may capture audio information spoken by a meeting presenter or other speakers/attendees of the meeting, a whiteboard capture device 110 may capture information written on a whiteboard, etc. Slides capture device 112 may be pointed to a screen and capture information related to slides presented on the screen. Slides capture device 112 may also capture slides information from a computer executing a slides presentation, for example, by receiving the video output of the computer. Notes capture device 114 may be used to capture notes taken by attendees during the meeting. Server 102 may capture video and/or audio feed from a computer 116 running a PowerPoint presentation executed during the meeting, or may receive slides information from the presentation application. Electronic copies of documents that are distributed at the meeting or discussed at the meeting may be provided via document sharing system 118. Information related to the meeting such as number of attendees, names of attendees, topic of discussion, whether or not streaming is to be enabled,
access rights for the captured information, etc. may be received via a control interface such as interface 200 depicted in FIG. 2. The control interface may also be used to start/stop recording during the meeting. In this manner, system 100 may serve as a centralized system for capturing and receiving digital information related to the meeting. The information received by server 102 may be processed and stored as a meeting record 124 in database 122. Several such meeting records may be stored for various meetings.

The meeting information that is captured may be streamed in real time across a communication network. In this manner, users in remote locations connected to communication network 130 can receive the meeting information in real time without having to be present in the meeting room. The captured information may also be processed and provided to one or more applications 132 or users 136. This may be done while the meeting is progressing or subsequent to the meeting. Users may also use a kiosk 138 to download portions of the captured information to removable media such as USB drives, CDs, etc.

In this manner, system 100 when used in a meeting environment combines easy capture, useful meeting services and access methods in a single system, providing an end to end solution for capturing, accessing, sharing, streaming, and performing other functions.

Performing Actions

According to an embodiment of the present invention, the digital information captured or received by server 102 or the information stored in database 122 may be used to initiate or perform various types of actions. For example, the captured or stored information may be used to control operation of one or more capture devices, determine information that is to be output, and the like. FIG. 3 is a simplified block diagram of various modules/engines which may be used to perform actions based upon the captured/stored information according to an embodiment of the present invention. The modules depicted in FIG. 3 may be implemented in software or hardware or combinations thereof. In one embodiment, the modules depicted in FIG. 3 may be part of server 102 or may be executed by server 102.

As shown in FIG. 3, an events detector 300 is configured to process the digital information received by server 102 or digital information stored in database 122 and detect one or more events that occur in the digital information. The events may be detected in real time while more information is being recorded or captured or subsequent to the recording. For example, during a meeting, the events may be detected while the meeting is progressing and information is being captured and recorded for the meeting. Events detector 300 may detect various different events from the digital information. Since the digital information may comprise information of various different types (e.g., audio, video, image, documents, slides information), the event detection techniques that events detector 300 uses to detect the events may depend on the type of the information being processed. For example, various different techniques may be used to detect events from audio information. The events that are detected from audio information may include, but are not restricted to, detecting when audio is received from a new source (e.g., when a new speaker speaks), detecting a change in the sound source, detecting a particular audio source (e.g., when a particular speaker speaks), detecting a period of silence of a particular threshold duration (which may be user-configurable), detecting a change in the direction of the sound source, and the like. For example, according to one technique, events detector 300 may perform sound localization on 4-channel audio in real-time. Examples of events that may be detected from audio information are described in D. S. Lee, B. Erol, J. Graham, J. J. Hull, and N. Murata, “Portable Meeting Recorder,” ACM Multimedia, pp. 493-502, 2002, the entire contents of which are herein incorporated by reference for all purposes. Events detector 300 may also detect an event in the audio information each time the sound direction is changed. Events detector 300 may also analyze the audio stream in order to identify “audio hotspots” such as occurrences of applause, laughter, singing, shouting, etc in the audio stream. A technique for performing such analysis is described in Qian Hu et al, “Audio Hot Spotting and Retrieval Using Multiple Features” HLT-NAACL 2004 Workshop on Interdisciplinary Approaches in Speech Indexing and Retrieval, 2004, the entire contents of which are herein incorporated by reference for all purposes.

In addition to audio information, events detector 300 may also process and detect events from other types of information. For example, a video stream may be analyzed for “visual hotspots” such as occurrences in the video stream of somebody leaving the room or getting up to the whiteboard to write something, someone making gestures, etc. Examples of techniques for performing such analyses are described in D. S. Lee, B. Erol, J. Graham, J. J. Hull, and N. Murata, “Portable meeting recorder,” ACM Multimedia, pp. 493-502, 2002, and B. Erol, D. Lee, J. Hull, “Multimodal summarization of meeting recordings,” ICME, 2003, the entire contents of which are herein incorporated by reference for all purposes. Events may also be detected from the video information based upon the contents of the video information. For example, an event may be detected from the video information upon determining that a slide is being shown, a particular location or person is shown, a particular occurrence in the video stream, etc.

As another example, events detector 108 may detect events related to slides from the captured information. Slide-related events may be detected from various types of information received by server 102. A slide-related event is any event that is related to one or more slides. For example, server 102 may receive a video stream from a computer executing a slides presentation such as a PowerPoint presentation. Events detector 102 may analyze the video stream to determine occurrences of slide-related events. Server 102 may also receive slides information directly from the slides presentation application. Server 102 may also receive video information from a camera that is pointed to a screen on which the slides are shown. The video stream from such a camera may be analyzed to determine slide-related events. Slide-related events may also be determined from analyzing other types of information. Slide-related events may comprise but are not restricted to determining a slide change event (e.g., when a new slide is shown), consecutive slide changes in a short time, elapsing of a user-configurable time period without a change in slide, no slide-related event for a period of time, etc. A time-elapsed module 308 may be used to detect events arising from a period of time elapsing without any events. In one embodiment, slide-related events may be detected by extracting keyframes from the captured video information.

may have a wide angle (65 degrees for the Sony camera) lens to camera.

This manner, the motion of camera may send a signal to camera to capture the determined view. In one embodiment, the view may be mounted on a wall at the back of the meeting room, or otherwise appropriately placed in other locations. The pan-tilt-zoom functions of the camera may be controlled through a serial interface such as the RS-232C serial port interface. The camera may have varying pan-tilt-and zoom capabilities (e.g., pan range of the Sony camera is ±100 degrees, the tilt range is ±25 degrees, and the zoom ratio is 10x). The camera may have a wide angle (65 degrees for the Sony camera) lens built into it that allows capture of the entire meeting room without having to place the camera at a distant location. The camera may have a varying motion rate (the Sony camera has a motion rate of 300 degrees/second for pan motion and 125 degrees/second for tilt motion). The Sony camera captures analog video in NTSC resolution at 30 fps. The captured analog information may be digitized in real time using a device such as the USB2.0 Video digitizer from AVerMedia (details available at http://www.aver.com/products/dv-m_AVerDVD_ezMakecusb.shtml).

According to an embodiment of the present invention, camera controller 304 may be configured to control the operations of camera 106. Camera 106 may be of various types. For example, in one embodiment, camera 106 may be a pan-zoom-tilt camera for capturing video information such as the Sony EVI D-100 PTZ camera (details available at http://www.sony.net/Products/ISP/pdf/catalog/EVI_D100UPE.pdf). In a meeting room setting, camera 106 may be mounted on a wall at the back of the meeting room, or otherwise appropriately placed in other locations. The pan-tilt-zoom functions of the camera may be controlled through a serial interface such as the RS-232C serial port interface. The camera may have varying pan-tilt-and zoom capabilities (e.g., pan range of the Sony camera is ±100 degrees, the tilt range is ±25 degrees, and the zoom ratio is 10x). The camera may have a wide angle (65 degrees for the Sony camera) lens built into it that allows capture of the entire meeting room without having to place the camera at a distant location. The camera may have a varying motion rate (the Sony camera has a motion rate of 300 degrees/second for pan motion and 125 degrees/second for tilt motion). The Sony camera captures analog video in NTSC resolution at 30 fps. The captured analog information may be digitized in real time using a device such as the USB2.0 Video digitizer from AVerMedia (details available at http://www.aver.com/products/dv-m_AVerDVD_ezMakecusb.shtml).

According to an embodiment of the present invention, camera controller 304 may be configured to control the operations of camera 106 based upon slide-related events detected by events detector 300 and communicated to camera controller 304. Upon receiving a slide-related event, camera controller 304 may be configured to determine a view for the camera based upon the event. Camera controller 304 may then send a signal to camera 106 to capture the determined view. In one embodiment, the view captured by camera 106 may be controlled by camera controller 304 to focus on a screen where the slides are presented. Whenever a slide change is not detected for a certain amount of time, camera controller 304 may send a signal to camera 106 causing the camera to capture the determined view of the camera to focus on a screen where the slides are presented. In this manner, the view captured by camera 106 and the view captured by camera 106 may be driven by events detected by events detector 300 and communicated to camera controller 304.

As previously stated, slide-related events that are detected by events detector 300 may include but are not restricted to determining a slide change event (e.g., when a new slide is shown), consecutive slide changes in a short time, elapsing of a user-configurable time period without a change in slide, no slide-related event for a period of time, etc. In one embodiment, whenever a slide change event is detected (e.g., when a new slide is shown), camera controller 304 may send a signal to camera 106 causing the camera to change the view of the camera to focus on a screen where the slides are presented. Whenever a slide change is not detected for a certain amount of time, camera controller 304 may send a signal to camera 106 causing the camera to change the view of the camera to focus on the whole meeting room. Camera 106 may be controlled to capture other views corresponding to other types of slide-related events.

Events detector 300, time elapsed module 308, device controllers 302 (including camera controller 304), and output controller 306 may be implemented in software, hardware, or combinations thereof.

In one embodiment, the pseudo-code for the automatic camera control method is as follows:

```plaintext
if (event == init)
{
    consecutiveSlideChangeCount = 0;
    currentCameraLoc = meetingroom;
    startEventNotificationModule();
}
elsif (event == SlideChange)
{
    curTime = time;
    if ((curTime - lastSlideChangeTime) > 3)
        consecutiveSlideChangeCount++;
    else //timeout
        consecutiveSlideChangeCount = 0;
    if (currentCameraLoc == meetingroom)
        currentCameraLoc = presenter;
    elsif (currentCameraLoc == presenter)
    {
        if ((curTime - lastCameraChangeEvent) > 10 and
            (consecutiveSlideChangeCount > 3))
            currentCameraLoc = presentationScreen;
    }
    else //any other location
        currentCameraLoc = meetingroom;
        lastSlideChangeEvent = time;
}
elsif (event == TimeSpan)
{
    curTime = time;
    if (currentCameraLoc == presenter)
        if (((curTime - lastCameraChangeEvent) > 60) and
            (currentCameraLoc == presenter))
            currentCameraLoc = meetingroom;
            consecutiveSlideChangeCount = 0;
        elsif (currentCameraLoc == presentationScreen)
            if ((curTime - lastCameraChangeEvent) > 60 and
                (currentCameraLoc == presentationScreen))
                currentCameraLoc = meetingroom;
                consecutiveSlideChangeCount = 0;
        else //any other location
            currentCameraLoc = meetingroom;
}
```

In the manner described above, operations of a capture device may be controlled based upon events detected in the digital information captured/stored by server 102. The events may also be used to control the operations of other types of capture devices. In addition to automatically controlling capture devices based upon detected events, the behavior of one or more capture devices may also be controlled using control.
As shown in FIG. 3, events detected by events detector 300 may also be communicated to output controller 306. Output controller 306 is configured to control information that is output from server 102 based upon the detected events. Based upon the event that is detected, output controller 306 may be configured to determine a portion of the digital information stored in database 122 that is to be output and the entity (user, user system, other application, etc.) to which the information is to be output. Output controller 306 may then output the identified information to the identified entity.

For example, a user remotely located from the meeting room may have configured output controller 306 such that whenever a new slide is shown, the slide be translated to Japanese and then sent to the user. In this example, when a new slide is shown, output controller 306 may determine which slide is being shown, translate the slide to Japanese, and then communicate the translated slide to the user. In this manner, in response to a detected event, output controller 306 may determine what information is to be sent to the user, the processing (e.g., translation) to be performed, and the entity (e.g., user) to which the identified information is to be communicated.

Output controller 306 may also be configured to automatically create blog entries in response to detected events. For example, a user may configure output controller 306 such that when a significant audio event is detected, such as when a phone ringing, microphone 108 is activated and audio information is captured for a certain period of time (e.g., for the next 5 minutes). A blog entry may automatically be generated and stored in database 122 (e.g., as part of record 124) that includes a pointer to this audio clip and metadata that identifies when it was captured. Audio event detection could automatically save a video clip whenever the entry of a new person into a room is detected. When a significant change in the user’s desktop PC or laptop video is detected, a blog entry could be automatically generated. These are examples when event detection could provide a record that would be useful in remembering, when, for example, one received a phone call last Monday. By clicking on the blog entry a recording of that call could be replayed. Video event detection would indicate when one received a visitor. That clip could be replayed to remind one what was discussed. Information captured from a computer (e.g., desktop PC) may be used to detect events indicating significant changes in what a user works on and may be useful in indicating how much time the user spent on a particular task.

FIG. 4 depicts a simplified high-level flowchart 400 showing a method of performing actions based upon detected events according to an embodiment of the present invention. The processing depicted in FIG. 4 may be performed by software (code modules or instructions) executed by a processor, hardware modules, or combinations thereof. Flowchart 400 depicted in FIG. 4 is merely illustrative of an embodiment of the present invention and is not intended to limit the scope of the present invention. Other variations, modifications, and alternatives are also within the scope of the present invention. The method depicted in FIG. 4 may be adapted to work with different implementation constraints. The processing depicted in FIG. 4 may be performed by server 102.

As depicted in FIG. 4, processing may be initiated upon detection of an event (step 402). The event may be detected from the digital information received by server 102 from the various sources and/or from information stored in database 122. As described above, various different techniques may be used to detect the event. A set of one or more actions to be performed is then determined based upon the event detected in step 402 (step 404). In one embodiment, information may be pre-configured identifying events and corresponding actions to be performed when occurrences of the events are detected. This pre-configured information may be used by to determine an action to be performed when an event happens. The one or more actions in the set of actions determined in 404 are then initiated or performed (step 406).

For example, a change in slide event may be detected in step 402. In response, a set of actions corresponding to the event may be determined in step 404. The actions may include controlling the operation of a capture device such as changing the view of the camera to focus on the screen used for presenting slides, translating the slide into Japanese and communicating the translated slide to a user, automatically generating a blog entry, and other actions. The actions may then be initiated or performed in step 406.

Sharing Documents

Documents in electronic form or paper form are frequently distributed and used in meetings, conferences etc. As depicted in FIG. 1, system 100 provides a document sharing system 118 that enables such documents to be submitted such that they can be accessed and shared by multiple users and/or applications. Some conventional systems provide means for sharing documents during meetings, but these systems do not take into consideration preferences of the user submitting the documents or needs of individuals who share or access the documents.

Document sharing system 118 provides a system for submitting and sharing electronic documents that takes into account the document submitter’s preferences or intentions and the also the needs of users who access or retrieve the documents. FIG. 5 is a simplified block diagram of various modules/engines of document sharing system 118 according to an embodiment of the present invention. The modules depicted in FIG. 5 may be implemented in software or hardware or combinations thereof. In one embodiment, the modules depicted in FIG. 5 may be part of server 102 or may be executed by server 102.

As depicted in FIG. 5, a document submission interface 502 is provided that enables document submitters to submit electronic documents. Various different types of electronic documents may be submitted including but not restricted to text documents, documents created using a word processor (e.g., MS Word documents), spreadsheets, tables, graphs, tag-based documents (e.g., HTML documents), presentations (e.g. PowerPoint documents), multimedia documents such as audio and video clips, and other documents.

Along with submitting one or more electronic documents, the document submitter may also specify one or more preferences to be associated with the submitted documents using document submission interface 502. As part of the preferences information, the submitter may specify the meeting, conference, etc. for which the documents are submitted. Information related to the meeting such as a meeting identifier, time of the meeting, etc. may also be provided by the document submitter.
As part of the preferences, the document submitter may also specify access rights to be associated with the submitted documents. The access right preferences are used to control the manner in which the submitted documents are to be shared between users and/or applications. In one embodiment, the document submitter may specify the access preferences for a submitted document as either shared or private and either editable or non-editable. A document tagged as “shared” is available for access by all users. Users may download the document and view the document without any restrictions. A document tagged as “editable” can be edited by users without any restrictions. A document tagged as “non-editable” cannot be edited by users who access the document. To make a document non-editable, document format converter 504 may convert the submitted document to a non-editable form before storing the document. For example, the document may be converted to non-editable PDF format. A document tagged as “private” cannot be accessed by all users. Such “private” documents can only be accessed by users specifically identified for the document by the document submitter. For example, if a document is marked “private” and submitted for a particular meeting, the document submitter may specify that only attendees of the meeting are to be allowed to access the document. A “private” document may be saved in a private space in database 122.

As part of the preferences, a document submitter may also indicate a preference for a file format or language in which a submitted document is to be shared. For example, a document submitter may submit a document in MS Word 2000 format and configure a preference indicating that the document is to be shared in MS Word 96 format. Likewise, a document submitter may submit a HTML document but indicate that the document is to be shared in text format, or submit a video clip in WindowsMedia 9.0 format and indicate a preference that the video clip be shared in QuickTime format. Based upon the preferences submitted by the document submitter, document format converter 504 is configured to change the format of the submitted document into a format in which the document is to be shared. Document language translator 506 is configured to translate a submitted document into a language that may be specified by the document submitter as part of the submitter’s preferences. Various software packages may be used to do the format and language conversions. Examples of such packages include, but are not restricted to, software and services provided by SYSTRAN Software Inc. of San Diego, Calif. (www.systransoft.com) such as SysTran Professional Language Translation software, Acrobat Distiller or Adobe Acrobat Professional provided by Adobe Corporation (www.adobe.com), Windows media encoder (http://www.microsoft.com/windows/windowmedia/9series/encoder/default.aspx), and others.

As described above, preferences provided by the document submitter are used to determine access rights for the submitted document. A document submitter can thus control who (users or applications) can access documents submitted by the document submitter. The submitter can also specify the format and/or language preferences for sharing the submitted documents. The format and language preferences provided by the submitter may influence the manner in which the submitted documents are stored. For example, the documents may be stored in the format and language in which the documents are to be shared, as specified by the document submitter. In this manner, the preferences provided by the document submitter affect the manner in which the submitted documents are stored.

FIG. 6 depicts a simplified web-based document submission interface 600 according to an embodiment of the present invention. A document submitter may submit an electronic document by specifying the name (and possibly stored location) of the electronic document in field 602. The language of the document being submitted may be specified in field 604. Access preferences for the document may be specified in area 606. In the embodiment depicted in FIG. 6, the document is tagged as “shared”, whereby the submitted document may be accessed or retrieved and edited by all users. Selection of “Submit” button 608 submits the specified document and makes it available for retrieval by other users and/or applications.

For example, a user may use interface 600 depicted in FIG. 6 to submit a document for a meeting. The document may be submitted either before the meeting, during the meeting, or even after the meeting. The submitter may provide information identifying the meeting (e.g., name, location, time, etc.) for which the document is being submitted or these may be automatically determined. Techniques for automatically determining the information is described in D. S. Lee, B. Erol, J. Graham, J. J. Hull, and N. Murata, “Portable Meeting Recorder,” ACM Multimedia, pp. 493-502, 2002, the entire contents of which are herein incorporated by reference for all purposes. A submitted document is then available for retrieval by other users.

Once a document has been submitted via document submission interface 502, the document may be uploaded to server 102 and may be stored in database 122. Various different techniques such as http, ftp, etc. may be used for the upload. The document may be uploaded as submitted by the document submitter. Alternatively, the document may be converted to different formats or languages by document format converter 504 and/or document language translator 506 based upon the submitter’s preferences. The document may be stored in database 122 in one or more formats and/or languages.

The uploaded documents may be stored as part of a record 124. For example, documents submitted for a particular meeting may be stored in a record created for the particular meeting. The meeting record may also store other information for the meeting such as information captured by one or more capture devices for the meeting. In this manner, all information for a meeting may be stored in a single record. This enables users to easily access information associated with the meeting.

Previously submitted documents may be accessed or retrieved by users using document retrieval interface 508. A document retriever may also provide preferences for the document access. For example, a document retriever may specify a particular language or format in which the retriever would like to retrieve the document. The requested document may be provided to the retriever based upon the retriever’s preferences. For example, a user may provide preferences specifying that a document is to be retrieved in Japanese. In response, document sharing system 118 may retrieve the requested document from database 122 (using server 102), translate the document to Japanese, if needed, and then provide the document to the user (this is assuming the access preferences associated with the document by the document submitter allow the user to access the document). Document language translator 506 may be configured to perform translations from one language to another. The translated document (e.g., the Japanese document) may be stored back in
database 122, so that the next time the same user wishes to retrieve the document, the Japanese document is available without requiring a translation again. Based upon the preferences of the user accessing the document, document format converter 506 may also be used to perform format conversions, if needed, before the document is provided to the document retriever.

FIG. 7 depicts a simplified document retrieval interface 700 according to an embodiment of the present invention. A list of previously submitted documents that are available for sharing or retrieval may be displayed in field 702. A user wishing to access a particular document can select the document from the list displayed in field 702. One or more documents may be selected for retrieval. The user may select a preferred language in which the selected document(s) are to be retrieved from drop-down list 704. The user may then view the documents according to the user’s preferences by selecting “View” button 704. For example, if the user selected “English” as the preferred language, then document 708 is displayed in English. If the user selected “Japanese” as the preferred language, then the same document may be translated to Japanese, if needed, and then displayed in Japanese 710.

The translation or format conversions that may be needed based upon the document retriever’s preferences may be performed upon receiving the request from the document retriever. The translations or format conversions may also have been performed prior to receiving the user’s access request. For example, the translation may be performed when the document is first submitted. The translation may be performed to all the languages that are supported by the system, or a subset of those that are most commonly used. Then, based upon the language selected by the user, the appropriate language document may be provided to the user. Likewise, when a document is submitted, the document may be converted to all the formats that are supported by the system, or a subset of those that are most commonly used. Then, based upon the language selected by the user wishing to retrieve or access the document, the appropriate format document may be provided to the user.

In the manner described above, document sharing system 118 provides a document submission and retrieval tool that enables document submitters to submit documents and also specify preferences to be associated with the documents. The preferences may relate to who can retrieve the document, whether the document can be edited, the format or language in which the document can be shared with other users, and other preferences. Document sharing system 118 also enables users who want to access submitted documents to provide preferences associated with the access. The document is provided to the user based upon the user’s preferences.

Kiosk 138 as depicted in FIG. 1, users may interact with server 102 via kiosk 138. Kiosk 138 may be any device, apparatus, computing system, monitor, etc. that can communicate with server 102. Kiosk 138 provides an interface to server 102. A user may perform various operations using kiosk 138.

FIG. 8 depicts a simplified block diagram of a kiosk 138 according to an embodiment of the present invention. Kiosk 138 may provide a graphical user interface (or other interface) that enables a user to interact with kiosk 138. A user may provide commands 802 to kiosk 138 to perform one or more operations. In one embodiment, kiosk 138 converts the commands to socket calls and sends them to server 102. For example, a user may provide start/stop commands to start or stop information recording performed by server 102. A user may also provide a status request command to monitor the status of the recording process using kiosk 138. In response to a status request received from a user, kiosk 138 may query server 102 to get the recording status and output the status to the user. Various messages related to the status may be displayed by kiosk 138 such as “video recording started”, “live streaming in progress”, and the like.

A user may use kiosk 138 to export record data or a portion thereof, which may be stored in database 122, to an external storage medium. A user may provide preferences 804 specifying the manner (e.g., format, amount of data, the export medium, etc.) in which the data is to be exported. In one embodiment, upon receiving an export command from a user, kiosk 138 may display a screen to the user requesting the user to identify the data to be exported. Records from database 124 that are available for the user to export may be displayed in a list. For example, a list of meetings for which information has been recorded may be displayed. The user may then select one or more of the meetings or portions thereof for which data is to be exported. In one embodiment, upon receiving an export command, the most recently stored record information may be automatically selected for export. For example, a record for the most recent meeting may be selected for export.

After the user has selected the information to be exported (e.g., has selected a meeting), kiosk 138 may send a command to server 102 for the requested information. Server 102 may then retrieve the requested information from database 122 and communicate the information to kiosk 138. Kiosk 138 may then export the data to an external medium 806. The external medium may be of various types, including but not restricted to, a USB drive, an optical disk (e.g., CD, DVD, etc.), memory disk, memory card, disk drive, etc. An input/output port 808 may be provided on kiosk 138 for attaching the medium to which the information is to be exported and for exporting the information to the external medium. If the medium to which the data is to be exported is not already connected to kiosk 138, then kiosk 138 may display a message requesting the user to provide the medium. For example, a message may be displayed requesting the user to insert a USB drive. The requested data may then be exported to the external medium.

The data may be exported in various different forms. A user may identify the format for the export via preferences 804. The exported data may include keyframes extracted from video information, audio wave frames from audio information, JPEG screens shots from a presentation, and the like. Kiosk 138 may make the necessary format and syntax conversions before the data is exported. These conversions may include transcoding the digital information modifying the links in files so that those links point to the media on the output medium instead of media on a server. In this manner, the exported data is packaged such that the data can be played back from the export medium independent of server 102. In this manner, as part of the export function, the relationships between the media streams may be modified when the data is exported to ensure that the playback can occur independently from the export medium.

Kiosk 138 provides a convenient interface through which users can export data recorded by server 102 or a portion thereof to an external medium. The export interface is built into the system that is used for capturing and recording the information. For example, after a meeting has completed, an attendee of the meeting may use kiosk 138 to export data associated with the meeting to an external medium. FIG. 13 depicts a simplified graphical user interface (GUI) 1300 that may be displayed by a kiosk according to an embodiment of the present invention. As depicted in FIG. 13, a “Stop” button is provided that allows a user to stop the
information capturing and recording performed by server 102. Button 1302 toggles between a “Stop” operation and a “Start” operation. For example, if no recording is in progress, then button 1302 displays “Start” and enables a user to start information capturing and recording. If recording is in progress, then button 1302 displays “Stop” and enables a user to stop information capturing and recording. A checkbox 1303 is provided for enabling or disabling live streaming. A message 1304 regarding the status of the recording is displayed. A visual representation of the information being captured is also displayed. For example, as depicted in FIG. 13, visual feed 1306 video information being captured is displayed, a visual representation 1308 of the audio information being captured is displayed, and a slide 1310 from a presentation is displayed. A button 1312 is provided to enable the user to export the recorded digital information or a portion thereof to an external medium. In FIG. 13, button 1312 enables a user to export the information to a USB drive.

Multimedia Data Transfer (Copy/paste) between Applications

In many video playback and editing applications, such as Windows Media Application and Adobe Premiere, a “copy” function initiates copying of the whole content either in clipboard or to an output medium such as a CD. This copying function is however not useful for sharing video data between applications in the way text is shared between text display (IE) and text editor (MS Word) applications for example. Embodiments of the present invention provide techniques for copying and pasting multimedia data between different applications via a clipboard. The clipboard formats may be utilized by a conventional clipboard, by drag-and-drop mechanisms, or by OLE data transfer mechanisms. Embodiments of the present invention provide techniques for coping and pasting multimedia data between different applications via a clipboard.

As described above, the data captured and stored by system 100 depicted in FIG. 1 may include time-varying multimedia data such as audio information, video information, and the like. Further, server 102 provides an external access interface 132 for exchanging/providing the captured digital information or portions thereof with/to external applications including various multimedia applications. Embodiments of the present invention provide techniques for copying and pasting multimedia data between different applications via a clipboard.

FIG. 9 depicts modules/components that may be used to provide the copy/paste functionality according to an embodiment of the present invention. As depicted in FIG. 9, a user may initiate a request to copy multimedia data 904. The request may be initiated via a multimedia application 902 such as a VideoMail application, Windows media application, and the like. The request may be communicated to a converter module 906. Converter module 906 is configured to access the multimedia data to be copied and convert it into a representation 908 for transfer to a clipboard 912. Converter module 906 may convert the multimedia data to various different representations including but not restricted to the whole multimedia sequence (e.g., the entire video clip), a uniform resource identifier (URI) (e.g., a URL) or location identifier for the multimedia data, a timestamp of the current moment in the multimedia data, a static visual representation of the multimedia, metadata or annotation data (such as author, duration, place, year, etc.) for the multimedia data, and other representations. For example, a URL such as mms://192.80.10.160/meetings/2005/1/27/9.59.21/video/video.wmv [0:10:15] may be created for a video clip where the first part of the URL identifies the location of the video clip at the streaming server and the second part identifies a time stamp. The multimedia data may be converted to multiple representations.

Various different static representations may be generated. Some examples are identified in the following table:

<table>
<thead>
<tr>
<th>Media Type</th>
<th>Static Visual Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video</td>
<td>Barcodes (example depicted in FIG. 10B). For example, barcodes corresponding to time points related to the video. The barcodes may be used to access the corresponding video information.</td>
</tr>
<tr>
<td>Video, audio, whiteboard, slides</td>
<td>Paper-based static representation of multimedia information (as depicted in FIG. 10D). Examples of such paper-based static representations are described in U.S. application Ser. No. 10/954,069 titled TECHNIQUES FOR ENCODING MEDIA OBJECTS TO A STATIC VISUAL REPRESENTATION filed Sep. 28, 2004 (Attorney Docket No. 015358-009800US), the entire contents of which are herein incorporated by reference for all purposes.</td>
</tr>
<tr>
<td>Audio (music)</td>
<td>Music notes (as depicted in FIG. 10E).</td>
</tr>
<tr>
<td>Audio (speech)</td>
<td>Text. For example, transcription of the audio speech.</td>
</tr>
<tr>
<td>Audio wave</td>
<td>Bitmap representation</td>
</tr>
</tbody>
</table>

The multimedia data may also be converted to various other representations.

A transferor module 910 is configured to transfer the one or more representations 908 generated by converter 906 to clipboard 912. Multiple representations may be transferred to one or multiple clipboards (e.g., multiple clipboards are supported by MS Windows). The various representations may be copied individually or in combination to the clipboards. In one embodiment, in the clipboard, they may be represented with an XML representation or a standard representation such as MPEG-7. Alternatively, in systems where multiple clipboards are supported, different representations of multimedia can be copied into several clipboards.

The representations transferred to clipboard 912 are then available to be pasted to one or more applications. For example, one or more of the representations may be transferred to one or more multimedia applications 914. A user may initiate a paste operation from a multimedia application 914. The paste operation may identify a specific representation(s) to be pasted. In response, one or more specified representations from clipboard 912 may be pasted into the multimedia application 914. Different representations may be pasted in response to different paste requests. For example, the URL representation and time stamp may be pasted in one multimedia application, a visual static representation may be transferred into another application (e.g., an image editing application), the whole multimedia data sequence may be transferred into another application, and the like. For example, the URL and time stamp may be pasted into a...
VideoMail editor, which is a specialized HTML editor that generates a user friendly representation of the video and the link.

In the manner described above, embodiments of the present invention enable copy/paste operations of time-based multimedia data using one or more clipboards. As part of the processing, the digital multimedia data may be converted into one or more representations that are transferred to the clipboard. The representations from the clipboard may be pasted to different applications.

FIG. 14 is a simplified block diagram of a computer system 1400 that may be used to perform processing according to an embodiment of the present invention. As shown in FIG. 14, computer system 1400 includes a processor 1402 that communicates with a number of peripheral devices via a bus subsystem 1404. These peripheral devices may include a storage subsystem 1406, comprising a memory subsystem 1408 and a file storage subsystem 1410, user interface input devices 1412, user interface output devices 1414, and a network interface subsystem 1416. The input and output devices allow a user to interact with computer system 1400.

Network interface subsystem 1416 provides an interface to other computer systems, networks, servers, and clients. Network interface subsystem 1416 serves as an interface for receiving data from other sources and for transmitting data to other sources from computer system 1400. Embodiments of network interface subsystem 1416 include an Ethernet card, a modem (telephone, satellite, cable, ISDN, etc.), (asynchronous) digital subscriber line (DSL) units, and the like.

User interface input devices 1412 may include a keyboard, pointing devices such as a mouse, trackball, touchpad, or graphics tablet, a scanner, a barcode scanner, a touch screen incorporated into the display, audio input devices such as voice recognition systems, microphones, and other types of input devices. In general, use of the term “input device” is intended to include all possible types of devices and mechanisms for inputting information to computer system 1400.

User interface output devices 1414 may include a display subsystem, a printer, a fax machine, or non-visual displays such as audio output devices, etc. The display subsystem may be a cathode ray tube (CRT), a flat-panel device such as a liquid crystal display (LCD), or a projection device. In general, use of the term “output device” is intended to include all possible types of devices and mechanisms for outputting information from computer system 1400.

Storage subsystem 1406 may be configured to store the basic programming and data constructs that provide the functionality of the present invention. For example, according to an embodiment of the present invention, software code modules (or instructions) implementing the functionality of the present invention may be stored in storage subsystem 1406. These software modules or instructions may be executed by processor(s) 1402. Storage subsystem 1406 may also provide a repository for storing data used in accordance with the present invention. Storage subsystem 1406 may comprise memory subsystem 1408 and file/disk storage subsystem 1410.

Memory subsystem 1408 may include a number of memories including a main random access memory (RAM) 1418 for storage of instructions and data during program execution and a read only memory (ROM) 1420 in which fixed instructions are stored. File storage subsystem 1410 provides persistent (non-volatile) storage for program and data files, and may include a hard disk drive, a floppy disk drive along with associated removable media, a Compact Disk Read Only Memory (CD-ROM) drive, an optical drive, removable media cartridges, and other like storage media.

Bus subsystem 1404 provides a mechanism for letting the various components and subsystems of computer system 1400 communicate with each other as intended. Although bus subsystem 1404 is shown schematically as a single bus, alternative embodiments of the bus subsystem may utilize multiple busses.

Computer system 1400 can be of various types including a personal computer, a portable computer, a workstation, a network computer, a mainframe, a kiosk, or any other data processing system. Due to the ever-changing nature of computers and networks, the description of computer system 1400 depicted in FIG. 14 is intended only as a specific example for purposes of illustrating the preferred embodiment of the computer system. Many other configurations having more or fewer components than the system depicted in FIG. 14 are possible.

Although specific embodiments of the invention have been described, various modifications, alterations, alternative constructions, and equivalents are also encompassed within the scope of the invention. The described invention is not restricted to operation within specific data processing environments, but is free to operate within a plurality of data processing environments. Additionally, although the present invention has been described using a particular series of transactions and steps, it should be apparent to those skilled in the art that the scope of the present invention is not limited to the described series of transactions and steps. Further, the various interfaces (e.g., GUIs) described above are merely illustrative of an embodiment of the present invention and do not limit the scope of the invention as recited in the claims. One of ordinary skill in the art would recognize other variations, modifications, and alternatives.

Further, while the present invention has been described using a particular combination of hardware and software, it should be recognized that other combinations of hardware and software are also within the scope of the present invention. The present invention may be implemented only in hardware, or only in software, or using combinations thereof.

The specification and drawings are, accordingly, to be regarded in an illustrative rather than a restrictive sense. It will, however, be evident that additions, subtractions, deletions, and other modifications and changes may be made thereunto without departing from the broader spirit and scope of the invention as set forth in the claims.

What is claimed is:

1. A method performed by a computer system of processing digital information, the method comprising:

receiving digital information at the computer system, the digital information including information captured by a set of one or more capture devices, a portion of the information captured by the set of capture devices including video information captured from a first capture device of a slide presentation;

analyzing the digital information with the computer system to determine a set of one or more events, the set of events including a set of slide-related events identified by the computer system based in part from the video information captured by the first capture device;

determining, with the computer system, a sequence of actions to be performed based upon the set of events; and

performing the sequence of actions using the computer system;

wherein the computer system determines a view based on the set of slide-related events and controls operation of the first capture device based on the sequence of actions to capture the view, the computer system causing the first capture device to:
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focus on a presenter when at least one slide-related event
in the set of slide-related events indicates a slide change,
focus on a screen used for showing one or more slides when at least one slide-related event in the set of
slide-related events indicates consecutive slide changes, and
focus on a room where a presentation is occurring when at least one slide-related event in the set of slide-related events indicates that a time period has elapsed without a slide change.
2. The method of claim 1 wherein:
controlling operation of the first capture device comprise controlling operation of a camera in the set of capture devices.
3. The method of claim 2 wherein:
controlling operation of the camera comprises:
causing the camera to capture the view using the computer system.
4. The method of claim 1 wherein the set of slide-related events comprises at least one of an event indicating a second slide change, an event indicating another set of consecutive slide changes, or an event indicating that a second period of time has elapsed without a slide change.
5. The method of claim 1 wherein the computer system controls operation of a second capture device based on the sequence of actions to capture the view to:
focus on the presenter when at least one slide-related event indicates a slide change;
focus on the screen used for showing one or more slides when at least one slide-related event indicates consecutive slide changes; and
focus on the room where a presentation is occurring when at least one slide-related event indicates that a time period has elapsed without a slide change.
6. The method of claim 1 wherein performing the sequence of actions comprises:
determining, based upon an event from the set of events, a portion of the digital information using the computer system to be output; and
outputting the portion of the digital information using the computer system.
7. The method of claim 6 wherein:
performing the sequence of actions further comprises determining an entity using the computer system to which the portion of the digital information is to be output; and
outputting the portion of the digital information using the computer system comprises outputting the portion of the digital information using the computer system to the entity.
8. The method of claim 1 wherein performing the sequence of actions comprises:
creating a blog entry using the computer system based on an event in the set of events.
9. The method of claim 1 wherein receiving the digital information at the computer system further comprises receiving a document submitted by a first user;
the method further comprising:
receiving at the computer system, from the first user, a first set of one or more preferences to be associated with the document;
receiving at the computer system a request from a second user to access the document;
receiving at the computer system a second set of one or more preferences from the second user; and
providing the document to the second user the computer system according to the second set of preferences.
10. The method of claim 9 wherein providing the document to the second user according to the second set of preferences comprises providing the document to the second user according to the second set of preferences using the computer system only if permitted by the first set of preferences.
11. The method of claim 9 wherein:
the first set of preferences identifies a format for accessing the document; and
providing the document to the second user according to the second set of preferences comprises providing the document to the second user according to the second set of preferences using the computer system in the format identified by the first set of preferences.
12. The method of claim 9 wherein:
the first set of preferences identifies a language for accessing the document; and
providing the document to the second user according to the second set of preferences comprises providing the document to the second user according to the second set of preferences using the computer system in the language identified by the first set of preferences.
13. The method of claim 9 wherein:
the second set of preferences identifies a format in which the document is to be accessed; and
providing the document to the second user according to the second set of preferences comprises providing the document to the second user according to the second set of preferences using the computer system in the format identified by the second set of preferences.
14. The method of claim 9 wherein:
the second set of preferences identifies a language in which the document is to be accessed; and
providing the document to the second user according to the second set of preferences comprises providing the document to the second user according to the second set of preferences using the computer system in the language identified by the second set of preferences.
15. The method of claim 1 further comprising streaming a portion of the digital information using the computer system via a network.
16. The method of claim 1 further comprising:
receiving at the computer system a request to copy a portion of the digital information;
converting, responsive to the copy request, the portion of the digital information using the computer system to a set of one or more representations; and
copying the set of representations using the computer system to a clipboard.
17. The method of claim 16 further comprising:
receiving at the computer system a request to paste the portion of the digital information;
pasting, responsive to the first request, the first representation from the clipboard into the first application; and
pasting, responsive to the first request, the first representation from the clipboard into the first application; and
pasting, responsive to the second request, the second representation from the clipboard into the second application.

19. The method of claim 1 further comprising:
receiving, via a kiosk communicatively coupled to the computer system, a request at the computer system to export a portion of the digital information using the computer system to an external medium associated with the kiosk.

20. A system for processing digital information, the system comprising:
a set of one or more capture devices; and
a computer system, the computer system configured to:
receive digital information, the digital information comprising information captured by the set of capture devices, a portion of the information captured from a first capture device in the set of capture devices;
analyze the digital information to determine a set of one or more events, the set of events including a set of slide-related events identified based in part from the video information captured by the first capture device;
determine a sequence of actions to be performed based upon the set of events; and
perform the sequence of actions;
wherein the computer system determines a view based on the set of slide-related events and controls operation of the first capture device based on the sequence of actions to capture the view, the computer system causing the first capture device to:
focus on a presenter when at least one slide-related event in the set of slide-related events indicates a slide change,
focus on a screen used for showing one or more slides when at least one slide-related event in the set of slide-related events indicates consecutive slide changes, and
focus on a room where a presentation is occurring when at least one slide-related event in the set of slide-related events indicates that a time period has elapsed without a slide change.

21. The system of claim 20 wherein the sequence of actions comprises controlling operation of a camera in the set of capture devices.

22. The system of claim 21 wherein:
controlling operation of the camera comprises:
causing the camera to capture the view;
23. The system of claim 20 wherein the set of slide-related events comprises at least one of an event indicating a second slide change, an event indicating another set of consecutive slide changes, or an event indicating that a second period of time has elapsed without a slide change.

24. The system of claim 20 the sequence of actions comprises:
determining, based upon an event from the set of events, a portion of the digital information to be output; and
outputting the portion of the digital information.

25. The system of claim 24 wherein:
the sequence of actions comprises determining an entity to which the portion of the digital information is to be output; and
outputting the portion of the digital information comprises:
outputting the portion of the digital information to the entity.

26. The system of claim 20 wherein the sequence of actions comprises creating a blog entry based upon an event from the set of events.

27. The system of claim 20 wherein:
the digital information received by the computer system comprises a document submitted by a first user; and
the computer system is configured to:
receive, from the first user, a first set of one or more preferences to be associated with the document; and
receive a request to access the document from a second user,
receive a second set of one or more preferences from the second user; and
provide the document to the second user according to the second set of preferences.

28. The system of claim 27 wherein the computer system is configured to provide the document to the second user according to the second set of preferences only if permitted by the first set of preferences.

29. The system of claim 27 wherein the first set of preferences identifies a format for accessing the document, and the computer system is configured to provide the document to the second user according to the second set of preferences in the format identified by the first set of preferences.

30. The system of claim 27 wherein the first set of preferences identifies a language for accessing the document, and the computer system is configured to provide the document to the second user according to the second set of preferences in the language identified by the first set of preferences.

31. The system of claim 27 wherein the second set of preferences identifies a format in which the document is to be accessed, and the computer system is configured to provide the document to the second user according to the second set of preferences in the format identified by the second set of preferences.

32. The system of claim 27 wherein the second set of preferences identifies a language in which the document is to be accessed, and the computer system is configured to provide the document to the second user according to the second set of preferences in the language identified by the second set of preferences.

33. The system of claim 20 wherein the computer system is configured to stream a portion of the digital information via a network.

34. The system of claim 20 wherein the computer system is configured to:
receive a request to copy a portion of the digital information;
convert, responsive to the copy request, the portion of the digital information to a set of one or more representations; and
copy the set of representations to a clipboard.

35. The system of claim 34 wherein the computer system is configured to:
receive a request to paste the portion of the digital information; and
paste at least one representation from the set of representations from the clipboard.

36. The system of claim 34 wherein the set of representations comprises a first representation and a second representation and wherein the computer system is configured to:
receive, from a first application, a first request to paste the portion of the digital information;
receive, from a second application, a second request to paste the portion of the digital information;
paste, responsive to the first request, the first representation from the clipboard into the first application; and
paste, responsive to the second request, the second representation from the clipboard into the second application.

37. The system of claim 20 further comprising:
   a kiosk coupled with the computer system, wherein the kiosk is configured to:
   receive, via the kiosk, a request to export a portion of the digital information; and
   export the portion of the digital information to an external medium.

38. An apparatus for processing digital information, the apparatus comprising:
   means for receiving digital information, the digital information including information captured by a set of one or more capture devices, a portion of the information captured by the set of capture devices including video information captured from a first capture device of a slide presentation;
   means for analyzing the digital information to determine a set of one or more events, the set of events including a set of slide-related events identified based in part from the video information captured by the first capture device;
   means for determining a sequence of actions to be performed based upon the set of events; and
   means for performing the sequence of action;
   wherein the means for performing the sequence of actions comprises:
   means for determining a view based on the set of slide-related events, and
   means for controlling operation of the first capture device based on the sequence of actions to capture the view, the means for controlling causing the first capture device to:
   focus on a presenter when at least one slide-related event in the set of slide-related events indicates a slide change,
   focus on a screen used for showing one or more slides when at least one slide-related event in the set of slide-related events indicates consecutive slide changes, and
   focus on a room where a presentation is occurring when at least one slide-related event in the set of slide-related events indicates that a time period has elapsed without a slide change.

* * * * *