Embodiments of the present invention provide techniques for specifying ranges using a paper document. Each range is characterized by a start time and an end time. One or more ranges may be specified by a user using the paper document. Portions of recorded information corresponding to the ranges are then determined. One or more actions may be performed on the portions of information determined for the ranges.
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RECEIVE SIGNAL REQUESTING GENERATION OF A PRINTABLE REPRESENTATION FOR A MULTIMEDIA DOCUMENT (OR RECEIVE REQUEST REQUESTING GENERATION OF A MULTIMEDIA PAPER DOCUMENT FOR A MULTIMEDIA DOCUMENT)

ACCESS THE MULTIMEDIA DOCUMENT IDENTIFIED IN STEP 402

DETERMINE THE LAYOUT AND FORMAT INFORMATION TO BE USED FOR GENERATING THE PRINTABLE REPRESENTATION

GENERATE A PRINTABLE REPRESENTATION OF THE MULTIMEDIA INFORMATION CONTAINED IN THE MULTIMEDIA DOCUMENT ACCESSED IN STEP 404 BASED UPON THE LAYOUT AND FORMAT INFORMATION DETERMINED IN STEP 406

PRINT A MULTIMEDIA PAPER DOCUMENT BASED UPON THE PRINTABLE REPRESENTATION GENERATED IN STEP 408

COMMUNICATE THE PRINTABLE REPRESENTATION GENERATED IN STEP 408 TO AN OUTPUT DEVICE

PERFORM OTHER OPERATIONS ON THE PRINTABLE REPRESENTATION GENERATED IN STEP 408

FIG. 4
FIG. 5A
FROM STEP 406 IN FIG. 4

DIVIDE THE MULTIMEDIA INFORMATION CONTAINED IN THE MULTIMEDIA DOCUMENT INTO SEGMENTS OF A PARTICULAR TIME LENGTH

FROM THE SEGMENTS GENERATED IN STEP 602, SELECT SEGMENTS WHOSE MULTIMEDIA INFORMATION IS TO BE INCLUDED IN THE PRINTABLE REPRESENTATION OF THE MULTIMEDIA INFORMATION

DETERMINE PAGES ON WHICH THE SEGMENTS SELECTED IN STEP 604 ARE TO BE PRINTED

GENERATE A PRINTABLE REPRESENTATION FOR EACH PAGE DETERMINED IN STEP 606 BASED UPON THE LAYOUT AND FORMAT INFORMATION

TO STEPS 410, 412, OR 414 IN FIG. 4

FIG. 6
America.

Joie: that is this a real. I mean this is a real deception based on what NASA picked up by
your term satellite, right? In reasonable. That is correct.

Joie: over what amount of time does it take, though?

What we are seeing, these are data that we are
were taken between March and December of
last year. We put them together to make a
coherent story.

Joie: goa.

About Seck -- degree by 5 degree resolution
you can’t see amazing -- smallest features those
what you see fires in west of a 15 major sources
you can see, that gets caught in tropical east
creyes carried across Atlantic to South America.

Joie: red spots.

And now we’re seeing a bright orange.

I think the correction probably has to come
from us. By that I mean the peoples of
the world. I think we are going to have to negotiate
with each other, to clean up this. It’s clean up the
sources, because if we are in a global one
world, then what’s needed is a compromise to see, while
what might go to europe.

Joie: relativley quickly that another questions
out of this, as John this is from india, how
does industrial pollution come to natural
pollution like forest fires good point do they
move as quickly as they are as severe?

Industrial pollution, it is about a half of
that to an amount of compared to natural
sources. Industrial is half or more. From that,
And by industrial I am including
manmade sources such as the fires that are
especially tropics, to clear forest for agriculture.

We’ve got another live chat question from the
world.

I don’t know the answer to that question.

Joie: can you balance it, I mean proportion exactly.

We produce a considerable amount of
pollution. I don’t have these figures at my
fingertips.

Joie: you would say we are at high end of it
I mean are we -- we are one of the world’s great
polluters or are other nations.

Sorry I can’t hear I can’t hear.

Okay, unfortunately we appear to be having
problems with our line so John globe we
appreciate him joining us with insights on that.

And now let’s take a look at the

SEE ANIMATION THAT SHOWS WHERE
the world’s air pollution is moving at today’s
first hot site, provided by NASA. You can get to
this site by going our site
at cnn.com/news/sci. Then click on the hot sites
button.

PRESIDENT BUSH CONTINUING his visit
to California, defended his environmental record
today. Using the ancient tree of Sequoia
National Park as a backdrop, the President
promised to protect what he called "these works
of god" for the ages. He announced measures
aimed at preserving all of America's National
Parks. President Bush today we must seek best
ways to achieve the common goal leading to
poverty a nation of fresh air, clean water and
natural beauty. These policies arise from
convention a healthy environment is a national
concern, and requires an active national
government.

Joie: critics pointed Mr. Bush's national
energy strategy in large part because of focus on
developing new oil sources and coal and
nuclear power, as well.

OFFICIALS IN CALIFORNIA ARE hopings
a new power generating plant will help ease some
of the power problems in the southern part of
the state. The new plant is being pressed into service
one year ahead of schedule. CNN national
corespondent Frank Buckley joins us from
Hermosa Beach in Riverside County, California, with
more on the story. Frank, I wonder if you hear
me sounds noisy there.

It is very noisy, In here, this is the sound of
electricity being generated, at the water pumping
station normally this is an area used for pumping
water, today, four of the pumps have been
converted into turbines to help generate electricity
for us.

If you go outside we can show you Diamond
Valley Lake that is a manmade lake, 800,000
acre feet acre of water that water usually
pumped to that location, from the Colorado
River aqueduct, this is how the water gets to this
location, here. That water is usually pumped into
the Lake, then the lake water is stored for future
use. The process is being reversed today, the
water coming back down from the reservoir,
through these pumps which have been converted
into turbines, and as that water passes through
the turbines electricity is generated let me stop outside, here
now and show you where that water ends up at it passes through
and underground where we were just standing it
comes outside here, into this holding area this
reservoir, from here, the water gets into the
San Diego canal and goes on to some of the
customers in Southern California who use it.

This is Phil Pace the chairman of the
Metropolitan Water District Mr. Pace tells us
being generate heat at this pumping station.

Our initial program right now, that returned
on four pumps converted generating 13
megawatts of power which is translation to
clean power to accommodate 13,000 homes
for one year. And that is the initial program is.
What they're trying to do.
Yeah, Feng Shui.
Is some ways.
Oh, it's such an immature deal that a lot will
seen incomplete probably.
There seems to be a lot of Feng Shui experts.
Yeah, Um-hum.
You find them in a lot of places like TV.
My wife has this little book that she got that's
called 'Wong Shui'.
Wong Shui.
It talks all about really bad ways that reach
in your home.
That's great.
So those of us are going to Japan this week
and Friday. You, you and me.
Yeah.
So I think all of our arrangements are set.
The only thing kind of open now is how we get
back to the airport on the following Thursday.
Right.
And arrangements for getting to the meeting
on Thursday morning, but otherwise we will be
staying in the same hotel we usually do. And
Tuesday morning we go to Chikan for set up,
and we'll want to get there pretty well. 5 or 6
steps down the subway line. If we get off
and kind of wander around through that
neighborhood and eventually end up in the right
place and do that a couple of days.
We'll do the demotes.
A couple of days of demos and then Thursday
morning and then we're back home after that. So
it should be a nice trip. Okay. So overall, all the
times that we've been to Japan, that's always
been kind of interesting to see, you know, sort
of the culture and the folks there and, you know,
get to know some people inside the company
which is always useful. But sometimes I think it's,
of course, different when you go to a different
place.
And one of the things that is kind of
how at least might be useful to learn about
are different gestures that people make.

Yeah.
And I know there are some kind of culturally
specific gestures that Japanese people use
sometimes so before we go this time I thought I
would ask, sort of, from your experience, sort
of having lived in Japan and so on, if there's
something that you think might be useful or
interesting for us to learn about. How Japanese
people express themselves.

Well, I can think of a few gestures that they
do use that you may have seen before that are
fairly important. So this one is a big one.
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presentation.

If you could grab a file and then pick file or something. I mean that's one possible way to solve the problem, but then if you need to capture audio to go along with it to make it more lively, you know what, it's just like everything else, the storage requirement is the thing that will kill you.

Yeah, it's a long video.

Video streams is what? It runs what, a gigabyte per hour, two gigabytes per hour?

Yeah, two gig per hour for MPEG2. But with presentation most of it will be the same so you can just grab the relevant frame for the slides. So you don't need a full video.

That's true. To just look at the (inaudible). Right. 810 And every time it's different you capture.

That's a bad idea. That's wonderful. And the way you wouldn't have to save the whole video, just the frames when they change. I'll bet you that would save a lot of storage space.

So how would you just do it all together? I mean if you have the audio and you have these frames, how do you synchronize them because you want to have something we can just play it all back, right?

Yeah, exactly.

And MPEG -- at the moment MPEG doesn't provide for that, the current MPEG 1 and 2.

Yeah. It's just a mess of frames together with an audio track.

So that's some sort of mixed file. Well, with every frame you grab you get a time stamp, and then you can generate a video file which has these time stamps --

What's a SMIL file?

A SMIL file is -- it's something that

RetiPlayer supports you'll be able to play by the audio track alone. It's synchronized with time-stamped images.

That's our way of associating metadata with video is with SMIL.

Yes. Very interesting. Then it would be just like a slide show, wouldn't it?

Yeah. Yeah.

Just have individual frames appearing in time when they originally appeared.

It would just look like a video. That's great. That would be very nice.

I bet that would save a ton of storage space.

And then if you have a SMIL format set up, I bet you could even stream that presentation, couldn't you? You could probably set it up so you could have in a virtual central server that captures all your presentations and then makes them available later for retrieval on the web.

That would be great.

Yeah. You definitely want to be able to do that.

Yeah. And actually if the original slides are taken from Powerpoint presentation then the text probably appears very sharp in the image.

And let you could see that pretty well.

Yeah.

And then index that for retrieval with a full text search engine and then the presentation would become a document inside the database.

Yeah.

That's a great job.

It creates time stamps too. I mean the white board captures stuff that you've done. You keep time stamps.

Yes. (Inaudible) time stamps.

So again you can synchronize this with white board data and stuff so this is perfect for the video tool.

That's wonderful.

I mean, if we have these resources. These are the kinds of things I want to put together visually.

I bet then in the movie tool you could throw white board being replaced at the same time then as the presentation was being captured.

I think that's the goal.

The video in the meeting, yeah, it would be great. Excellent idea. Okay. I think we just created this concept for a new appliance.

What are we going to call it?

The presentation recorder appliance, of
Very interesting. Then it would be just like a slide show, wouldn't it?

Yeah.

Yeah.

Just have individual frames appearing in time when they originally exposed.

It would just look like a video.

That's great.

That would be very nice.

I bet that would save a ton of storage space.

And then if you have a SMIL format set up, I bet you could even stream that presentation couldn't you? You could probably set it up so you could have in an office a central server that captures all your presentations and then makes them available later for retrieval on the web.

That would be great.

Yeah. You definitely want to be able to do that.

Yeah. And actually if the original slides are taken from PowerPoint presentations then the text probably appears very sharp in the image, and I bet you could see that pretty well.

Yeah.

And then index that for retrieval with a full text search engine and then the presentation would become a document inside the eCatalog.

Yeah.

That's a great job.

It creates time stamps too. I mean the white board captures stuff that you've done. You keep time stamps;

Yeah. (Inaudible) time stamps.

Yuh.

Yes. (Inaudible) time stamps.

And again, you can synchronize this with white board data and stuff so this is perfect for the movie tool.

That's wonderful.

Yeah.

I mean, if we have these resources. These are the kind of things I want to put together visually.

I bet then in the movie tool you could show white board being replayed at the same time as the presentation was being captured.

I think that's the goal.

The video in the meeting, yeah, it would be great. Excellent idea. Okay, I think we just created the concept for a new appliance.

What are we going to call it?

The presentation recorder appliance, of course.

That's a good idea. Good enough name. So anyway that's pretty much it, I mean, things I'm working on.

Okay. That sounds real good.

Well, right before going to CHI I went down to Cupertino and handed off the prototype of the other Outlook Bar for the eCatalog, and they were going to take it from there as I haven't heard from them at all this week although I did send them an email just to check how things were going. But I --

Did they respond?
Okay. This sounds real good.

Well, right before going to CHI I went down to Cupertino and handed off the prototype of the other Outlook-like for the eCabinet, and they were going to take it on tour and I haven’t heard from them all at this week although I did send them an email just to check how things were going. But I –

Did they respond?

Very interesting. This would be just like a slide show, wouldn’t it?

Yeah, Yeah.

Just have individual frames appearing in time when they originally appeared.
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That would be very nice.

I bet this would take a ton of storage space. And then if you have a SMIL format set up, I bet you could even stream that presentation, couldn’t you? You could probably set it up so you could have it in an offering somewhere that captures all your presentations and then makes them available later for retrieval on the web.

That would be great.

Yeah. You definitely want to be able to do that.

And actually if the original slides are taken from PowerPoint presentation then the video probably appears very sharp in the image and I bet you could cut that pretty well.
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Index that for retrieval with a full text search engine and then the presentation would become a document inside the eCabinet.

Yeah.

That’s a great job.

808

Sure, timestamp too. I mean the white board capture stuff that you’ve done. You keep time stamps?

Yes. Timestamp time stamps.

So again you can synchronize this with a white board capture stuff and stuff so this is perfect for the movie mode.

That’s wonderful, yeah.

I mean, if we have these resources. These are the kinds of things I want to put together visually.

I bet that in the movie tool you could show white board being replayed at the same time then as well as the presentation being captured.

I think that’s the goal.

The video in the meeting, yeah, it would be great. Excellent idea. Okay. I think we just need a conceptual model for a new appliance. What are we going to call it?

The presentation recorder appliance, of course.

That’s a good idea. Good enough name. So anyway that’s pretty much it. I mean, things I’m working on.

Okay.
the majority of people here who are negative.

1. 36% of sexually active adults are HIV-positive.

For the population as a whole, the number is about 20%.

We want to keep the 40% of the general population who's HIV-negative, we want to keep them that way. The key is knowing your status.

Reporter: So that end, rapid testing centers like this one are being set up around the country.

Young health workers are also going out into the country to urge people to get tested under a program called "total community mobilization."

The goal is to reach every household in Botswana. The man who was the main target of this visit had already been tested. He politely answered questions about whether he understands the dangers of aids, and then left to take his cattle to water. He told us he knows aids kills, and is using a condom when he has sex, but his friends aren't.

Reporter: the government is also actively working to stop the transmission of the virus from mother to child, which happens in the uterus, at birth, or while nursing.

Well, approximately 60,000 deliveries occur each year. Of those, 40% of those women are HIV-positive, so we have 24,000 HIV-positive women delivering a baby each year. The risk of transmission from mother to baby is around 40%, so that gives us 9,600 babies who are born each year with HIV-infection.

Reporter: the main public hospital in Gaborone has been providing an anti-transmission drug - retrovir or A.Z.T. - as part of a pilot program for the past two years.

Botswana got the drug cheaply with help from the manufacturer, Glaxo Smith Kline, and UNICEF. Louis Machani is the doctor in charge of the National mother-to-child program. So when is your plan to have it available to mothers through the whole country?

We are working on a target of December 2001, and so far, we have covered seven districts out of 24 health districts, so we still have a long way to go.

Reporter: he said they also have a long way to go in getting women to agree to be tested. Did you decide to get tested for HIV/AIDS?

No, I didn't.

Reporter: why not?

I don't want to frustrate myself.

Reporter: you'd rather not know?

Yes.

Reporter: why?

If I knew, I can kill myself, so I don't want to know.

Reporter: so even though it's possible that by not knowing, you're transmitting it to the baby, you still don't want to know.

No. I don't want.

Reporter: nearly all the women in the prenatal ward - who asked us not to show their faces - also refused to be tested. They said if a mother has HIV, a doctor will tell her not to breast-feed. Then families and neighbors will know she tested positive, and because HIV is stigmatized here, she could be rejected. To deal with these concerns, the government announced last month that it will give an anti-transmission drug to all women who want it at the time they give birth, whether or not they've been tested. This means some women who don't have the disease may end up taking the drug, but the consensus was that the risks outweighed by the benefits. But these mothers raised still another concern. The drug is to save the baby, not the mother.

It doesn't make much sense to save the baby and let the parents die.

Reporter: Patricia Bakwinya runs a volunteer organization that works with children of AIDS victims.

We used to depend on extended families, but now the extended families are overstretched themselves. Some of the people, the relatives who are left with the children, are dying themselves. And finally, the whole family gets wiped out.

(Singing) 910

Reporter: these are some of those children. They sing, "my mother died before I could know her. My mother died before I could even see her face."

(Singing) 910

The kids are part of a program called shining stars, which Patricia Bakwinya and a group of volunteers have set up on the edge of Gaborone with some help from the U.S. embassy. Most of the kids are orphans. The rest are what Bakwinya calls "vulnerable children."

Some of the vulnerable children are those children whose parents have tested positive, but they're still alive, and they want their children to be prepared for some what may. Every day, we have people bringing in children.
No, I don't want.

Reporter: nearly all the women in the prenatal ward—who asked us not to show their faces—also refused to be tested. They said if a mother has HIV, a doctor will tell her not to breastfeed. Then families and neighbors will know the baby tested positive, and because HIV is stigmatized here, she could be rejected. To deal with these concerns, the government announced late last month that it will give an antiretroviral drug to all women who want it at the time they give birth, whether or not they've been tested. This means some women who don't have the disease may end up taking the drug, but the concern was that the risks outweighed the benefits. But those mothers need not another concern. The drug is so save the baby, not the mother.

It doesn't make much sense to save the baby and let the parents die.

Reporter: Patricia Bakwinya runs a volunteer organization that works with children of AIDS victims.

We used to depend on extended families, but now the extended families are overextended themselves. Some of the people, the relatives who are left with the children, are dying themselves. And finally, the whole family gets wiped out.

(Singing)

Reporter: these are some of those children. They sing, "My mother died before I could know her. My mother died before I could even see her face."

(Singing)

The kids are part of a program called loving stars, which Patricia Bakwinya and a group of volunteers have set up on the edge of Francistown with some help from the U.S. Embassy. Most of the kids are orphans. The rest are what Bakwinya calls "vulnerable children." Some of the vulnerable children are those children whose parents have tested positive, but they're still alive, and they want these children to be prepared for some what may. Every day we have people bringing in children.
the majority of people here who are negative. 36% of sexually active adults are H.I.V.-positive. For the population as a whole, the number is about 20%.

We want to keep the 190% of the general population who are H.I.V.-positive. we want to keep them that way. The key is knowing where you are.

Reporter: So that end, rapid testing centers like this one are being set up around the country. Young health workers are also going into the country to update people and get tested under a program called "total community mobilization." The goal is to reach every household in the country. The man who was the main spoke of this visit had already been tested. He politely avoided questions about what he understood the dangers of aids, and then left to take his cattle to water. He told us he knows aids kills, and is using a condom when he has sex, but his friends aren't.

Reporter: the government is also actively working to stop the transmission of the virus from mother to child, which happens in the uterus, in birth, or while nursing.

Well, approximately 60,000 deliveries occur each year. Of those, 10% of those women are H.I.V.-positive, so we have 24,000 H.I.V.-positive women delivering a baby each year. The risk of transmission from mother to baby is around 40%, so that gives us 9,600 babies who are born each year with H.I.V. infection.

Reporter: the main public hospital in Francistown has been providing an anti-transmission drug—reverse transcriptase—in part of a pilot program for the past two years. Botswana got the drug cheaply with help from the manufacturer, Glaxo Smith Kline, and UNICEF. Lucia Madani is the doctor in charge of the National mother-to-child program. So what is your plan to keep it available to mothers through the whole country?

We are working on a target of December 2000, and so far, we have covered seven districts out of 24 health districts, so we still have a long way to go.

Reporter: He said they also have a long way to go in getting women to agree to be tested. Did you decide to get tested for H.I.V./AIDS?

No, I didn't.

Reporter: why not?

I don't want to enrage myself.

Reporter: you'd rather not know?

Yes.

Reporter: why?

If I know, I can kill myself. So I don't want to know.

Reporter: even though it's possible that by not knowing, you're transmitting it to the baby, you still don't want to know?

No. I don't want.

Reporter: nearly all the women in the prenatal wards—who asked us not to show their faces—also refused to be tested. They said if a mother has H.I.V., a doctor will tell her not to breast-feed. Then families and neighbors will know the tested positive, and because H.I.V. is stigmatized here, she would be rejected. To deal with these concerns, the government announced late last month that it will give an anti-transmission drug to all women who want it at the same time they give birth, whether or not they've been tested. This means some women who don't have the disease may end up taking the drug, but the consensus was that the risk is outweighed by the benefits. But mothers raised still another concern. The drug is to save the baby, not the mother.

I'm asking myself why the another is not protected.

She's the one who is supposed to take care of that baby. What about if she dies?

It doesn't make much sense to save the baby and let the parents die.

Reporter: Patricia Bambwina runs a volunteer organization that works with children of AIDS victims. We used to depend on extended families, but now the extended families are overstretched themselves. Some of the people, the relatives who are left with the children, are dying themselves. And finally, the whole family gets wiped out.

(Singing)

Reporter: these are some of those children. They sing, "my mother died before I could know her. My mother died before I could even see her face."

(Singing)

The kids are part of a program called shining stars, which Patricia Bambwina and a group of volunteers have set up on the edge of Francistown with some help from the U.S. Embassy. Most of the kids are orphans. The rest are what Bambwina calls "vulnerable children." Some of the vulnerable children are those children whose parents have tested positive, but they're still alive, and they want these children to be prepared for some what may. Every day, we have people bringing in children.
America.

Here is the animation that shows where the world's largest pump station is operating at today's first test run, provided by NASA. You can get to that site by going to our site at cnn.com/news/water. Then click on the hot links button.

PRESIDENT BUSCH, CONTINUING his visit to California, defended his environmental record today. Using the ancient trees of Sequoia National Park as a backdrop, Mr. Bush promised to protect what he called "these works of God" for the ages. He announced measures aimed at preserving 11 of America's National Parks. (President Bush today) we must seek new ways to achieve the common-good goal of protecting our nation's fresh air, clean water and natural beauty. These policies arise from conviction that a healthy environment is a national concern, and require an active national government.

Critics blasted President Bush's national energy strategy in large part because of his focus on developing new oil sources and more coal and nuclear power, as well.

OFFICIALS IN CALIFORNIA ARE hoping a new power-generating plant will help solve some of the power problems for the southern part of the state. The new plant is being pressed into service one year ahead of schedule. CNN's national correspondent Frank Buckley joins us from Hemet in Riverside County. California, with more on the story. Frank, I wonder if you hear the sounds noisy in there.

It is very noisy. In here, this is the sound of electricity being generated. As the water pumping station normally is an area used for pumping waste, today, four of those pumps have been converted into turbines to help generate electricity.

Let me show you exactly how that is being done. If you go outside we can show you Diamond Valley Lake that is a manmade lake, 500,000 acre feet. It's a huge source of water that is usually pumped to that location, from the Colorado River aqueduct, that is how the water gets to this location, here. That water is usually pumped into the lake, and then that water is used in the future. The process is being reversed today, the water coming back down from the reservoir, through those pumps which have been converted into turbines, and as that water passes through those turbines...
<table>
<thead>
<tr>
<th>TOPIC OF INTEREST</th>
<th>KEYWORD &amp; PHRASES</th>
<th>VIDEO FEATURES</th>
<th>WEIGHT</th>
</tr>
</thead>
<tbody>
<tr>
<td>TERRORISM</td>
<td>OSAMA</td>
<td>FACE RECOGNITION: OSAMA BIN LADEN</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>AFGHANISTAN</td>
<td>TEXT RECOGNITION: AFGHANISTAN</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>BUILDING RECOGNITION: * OR CROWD RECOGNITION: *</td>
<td>0.1</td>
</tr>
<tr>
<td>COMPANY XYZ</td>
<td>SUZUKI</td>
<td>FACE RECOGNITION: JOHN SUZUKI</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>*</td>
<td>BUILDING RECOGNITION: * AND (LOGO RECOGNITION: XYZ OR TEXT RECOGNITION: XYZ)</td>
<td>0.75</td>
</tr>
<tr>
<td>FOOTBALL</td>
<td>BUFFALO BILLS</td>
<td>FACE RECOGNITION: JIM KELLY OR FACE RECOGNITION: MARV LEVY</td>
<td>0.9</td>
</tr>
</tbody>
</table>

FIG. 11

FIG. 12
USER SELECTS ONE OR MORE SEGMENTS FROM THE MULTIMEDIA PAPER DOCUMENT CORRESPONDING TO MULTIMEDIA INFORMATION THAT THE USER WISHES TO ACCESS

USER SELECTS PREFERENCES AND ONE OR MORE OUTPUT DEVICES FOR PLAYING BACK THE MULTIMEDIA INFORMATION CORRESPONDING TO THE SEGMENTS SELECTED IN STEP 1302

USER REQUESTS PLAYBACK OF THE MULTIMEDIA INFORMATION CORRESPONDING TO THE SEGMENTS SELECTED IN STEP 1302 (SIGNAL SENT TO A SERVER)

THE SERVER THAT RECEIVES THE SIGNAL IN STEP 1306 RETRIEVES MULTIMEDIA INFORMATION CORRESPONDING TO THE USER-SELECTED SEGMENTS

MULTIMEDIA INFORMATION RETRIEVED BY THE SERVER IS COMMUNICATED TO THE ONE OR MORE OUTPUT DEVICES SELECTED FOR PLAYBACK

MULTIMEDIA INFORMATION IS PLAYED BACK ON THE ONE OR MORE OUTPUT DEVICES SELECTED FOR PLAYBACK

FIG. 13A
USER SELECTS A USER-SELECTABLE IDENTIFIER CORRESPONDING TO A TIME POINT IN THE MULTIMEDIA RECORDING FROM WHERE THE USER WISHES TO ACCESS MULTIMEDIA INFORMATION

USER SELECTS PREFERENCES AND ONE OR MORE OUTPUT DEVICES FOR PLAYING BACK THE MULTIMEDIA INFORMATION SELECTED IN STEP 1352

USER REQUESTS PLAYBACK OF THE MULTIMEDIA INFORMATION (SIGNAL SENT TO A SERVER)

A SERVER THAT RECEIVES THE SIGNAL IN STEP 1356 RETRIEVES MULTIMEDIA INFORMATION FROM THE TIME POINT CORRESPONDING TO THE USER-SELECTABLE IDENTIFIER SELECTED IN STEP 1352

MULTIMEDIA INFORMATION RETRIEVED BY THE SERVER IN STEP 1358 IS COMMUNICATED TO THE ONE OR MORE OUTPUT DEVICES SELECTED FOR PLAYBACK

MULTIMEDIA INFORMATION IS PLAYED BACK ON THE ONE OR MORE OUTPUT DEVICES SELECTED FOR PLAYBACK

FIG. 13B
DETERMINE SELECTION CRITERIA TO BE USED FOR SELECTING THE MULTIMEDIA INFORMATION TO BE INCLUDED IN THE SINGLE PRINTABLE REPRESENTATION. DETERMINE THE PLURALITY OF MULTIMEDIA DOCUMENTS FROM WHICH THE MULTIMEDIA INFORMATION IS TO BE SELECTED.

GENERATE A PRINTABLE REPRESENTATION FOR EACH MULTIMEDIA DOCUMENT DETERMINED IN STEP 1402 IF A PRINTABLE REPRESENTATION DOES NOT ALREADY EXIST FOR THE MULTIMEDIA DOCUMENT.

FOR EACH MULTIMEDIA DOCUMENT IDENTIFIED IN STEP 1402, SEARCH PAGES FROM THE PRINTABLE REPRESENTATION OF THE MULTIMEDIA DOCUMENT TO IDENTIFY A SET OF PAGES THAT COMPRIZE INFORMATION THAT SATISFIES THE SELECTION CRITERIA DETERMINED IN STEP 1402.

GENERATE A SINGLE CONSOLIDATED PRINTABLE REPRESENTATION THAT INCLUDES THE PAGES DETERMINED IN STEP 1406.

GENERATE A SINGLE CONSOLIDATED MULTIMEDIA DOCUMENT BASED UPON THE PRINTABLE REPRESENTATION GENERATED IN STEP 1408.

FIG. 14
DETERMINE SELECTION CRITERIA TO BE USED FOR SELECTING THE MULTIMEDIA INFORMATION TO BE INCLUDED IN THE SINGLE PRINTABLE REPRESENTATION. DETERMINE THE PLURALITY OF MULTIMEDIA DOCUMENTS FROM WHICH THE MULTIMEDIA INFORMATION IS TO BE SELECTED.

FOR EACH MULTIMEDIA DOCUMENT DETERMINED IN STEP 1502, DIVIDE THE MULTIMEDIA INFORMATION CONTAINED BY THE MULTIMEDIA DOCUMENT INTO SEGMENTS OF A PARTICULAR TIME LENGTH.

FOR EACH MULTIMEDIA DOCUMENT IDENTIFIED IN STEP 1502, DETERMINE THOSE SEGMENTS OF THE MULTIMEDIA DOCUMENT THAT COMPRISE INFORMATION THAT SATISFIES THE SELECTION CRITERIA IDENTIFIED IN STEP 1502.

GENERATE A SINGLE CONSOLIDATED PRINTABLE REPRESENTATION BASED UPON THE SEGMENTS DETERMINED IN STEP 1506.

GENERATE A SINGLE CONSOLIDATED MULTIMEDIA PAPER DOCUMENT BASED UPON THE PRINTABLE REPRESENTATION GENERATED IN STEP 1508.

FIG. 15
And eventually you will have several pumps operated into turbines, and 60,000 megawatts output.

This is a pump facility when you get a little with all of these we will be able to generate enough power for 60,000 bauxite. And the 60,000 bauxite we have at 10,000 units and a local mountain range when power is needed will generate about 150 megawatts of power from the state, that is a quite a bit.

And you had to accelerate program of choice to accelerate program to common pump into hot spots it is supposed to take another year away to.

Initially, we planned to come on time with the initial facility a year from this next summer, and because of the power crisis and all problems that we are having here in California, especially southern California, we made a concerted effort to come on-line as quickly as possible and credit in our engineers to all our staff and our people, that we were able to accomplish this entire quickly.

All right, our next chairman of board of the Metropolitan Water District of Southern California thanks him very much for joining us and appreciate it for that we are one small part of the energy parade in southern California.

Joel: Frank Buckley our chairman of board of the Metropolitan Water District of Southern California thanks you very much for joining us and appreciate it for that we are one small part of the energy parade in southern California.

Joel: Frank Buckley our chairman of board of the Metropolitan Water District of Southern California thanks you very much for joining us and appreciate it for that we are one small part of the energy parade in southern California.
McGraw, along with other big names like Herney Spender and John Paul II, will be releasing a spoken word CD, which will accompany the Pontiff’s next book project. "The private prayer book" by Pope John Paul II" will be released in November.

YOU DON'T HAVE TO WAIT UNTIL
November to have a religious experience at the record store. Christian musicians are selling millions of albums to an ever-growing congregation of fans, and as CNN's Bill Task reports, whether they prefer light pop or heavy metal, more and more music fans are finding religion.

NO LONGER IS CHRISTIAN MUSIC
something you hear coming from a revival tent, and it's not half-baked and amnes either. It's Christian music with a beat, like hip-hop of the Supremes, or rock influenced like the girl group Point of Grace.

It's broken into different genres. You've got Christian rap. You've got Christian pop, which is what we are. You get gospel. So many different things to choose from.

On Christian music charts, point of grace can rival any pop group, with 11 number-one singles, Grammy nominations, and enough awards to fill a trophy room, much of it made to move and more radio play.

Especially now, even with like卫星.

There are satellite signals, so they can reach more.

Christian tour dates are on the rise. The Australian-born dunes headlining the festival schedule.

It's the first ever multicity traveling. It's a portable amphitheater. It holds 6,000 to 10,000 people. And it's the first ever music and extreme sports festival. So we've got, you know, 10 bands playing. At the same time, you've got these guys jumping these monsterous bikes.

And when Carmen, the superstar in the field, set up a concert on the beach for spring break, thousands came, even though MTV and "Playboy" were right next to them. Christian music legend Michael W. Smith has sold millions of records on his label dedicated to the genre. And these guys opened for Billy Graham.

A lot of people would think, how can this fit in rock music? How can you guys get that crowd jumping up and down and thrashing around, and then you sing about god? This is just -- this is weird. But, it's just -- it's the way that we communicate though the kids.

Their latest single, "escape from reason," has just been added to the start-up list. And what's the message? Just purely the message of the Gospel and Jesus.

And it doesn't mean that you can't join the band for the same reason most guys do.

A lot of musicians go for the fame and it's like, I want the money, I want the fame, I want to be on this TV show and the cover of this magazine, and those aren't bad things. But with us, it's all about taking that the people who come to our shows walk out of there with changed lives.


AMEN. IF YOU'VE BEEN PRAYING FOR
more news on your favorite stars, we just might have the answer. Come visit us any time, day or night, at cnn.com/showbiz today, where we religiously bring your latest news from around the world of showbiz.

In our showbiz today reports right here tomorrow. We'll take you to the premieres of a brand new season of Bob's saucy "sex and the city," I'll see you then.

Now, back to the city of Atlanta and that saucy Jolie.

Joie: thank you very much.

SETTLING AN OLD SCORE OVER NAZI
slave labor in World War II. Also, the rocky road to.

Joie: from the place where they bring you news from all around the world we take a look at international news. Germany agrees to pay more than 4 billion to people forced to do slave labor for the Nazis. Hundreds of thousands survivors will each get about $67.000.

IN THE PHILIPPINES, SEARCHERS find some personal belongings from the 21 people taken hostage by muslim rebels. Still no word on where they are being held, and the rebels say they'll kill the hostages if the army tries to rescue them.

A CAR BOMB EXPLODED EARLIER today in the famed city of Netanya. The blast took place outside of a technical school, but the school was deserted at the time. No major injuries were reported. The Hamas group claimed responsibility for the attack, the fourth.

Joie: you got to know where it is measurable today in pretty much all the city of Atlanta pretty picture outside the CNN Center today in a moment we join good afternoon.

Joie: severe weather on the map again today. Looking at severe weather watches from Mexico to Arkansas, Rainy weather in the midwest and cold in New England. Overall not so nice across parts of plains states. We have couple watches to pass along from Colorado in New Mexico to Texas prehandle until 8:00 p.m. As a storm watch across red remember in effect until 9:40 p.m. Very unstable air ahead of area of low pressure pushing seaward through tonight. Warm, moist air could mean thunderstorms in

FIG. 16B
The comeback of Silvio Berlusconi in Italy. It all follows our summary of the news this Tuesday.

Major funding for the Newshour with Jim Lehrer has been provided by: imagine a world where we're not diminishing resources; we're growing them. Ethanol from corn, a cleaner burning fuel made from corn. A T.M. The nature of what's to come. And by the Corporation for Public Broadcasting. This program was also made possible by contributions to your PBS station from viewers like you. Thank you.

Lehrer: the Federal Reserve cut a key interest rate again today. Its open market committee lowered the federal funds rate half a point to 4%--the lowest in seven years. Banks charge that rate on overnight loans to each other. It was the fifth reduction this year. In a statement, the Fed said it still saw weakness in the economy, leaving open the possibility it might cut rates again. House Democrats today announced their alternative to President Bush's energy plan. They gathered at a gas station near the Capitol, and said they'd increase production and reduce demand. They called for federal caps on electricity prices, restrictions on drilling in federal lands, and tax incentives for energy-efficient cars and homes. House minority leader Gephardt said it was a balanced approach.

We believe we can have more than adequate supplies of energy and save our environment at the same time if we do the right thing in research on renewables. on conservation, and on new sources of energy in high technology. We do not accept the belief that this administration apparently has that we have to drill our way out of this problem.

Lehrer: President Bush is to announce his plan on Thursday. It's expected to put greater emphasis on finding new energy and building more production capacity, plus taking a new look at nuclear power. He has opposed price controls.

A runaway freight train rolled across southwest Ohio for nearly an hour today. It was unexplained as it crossed at least two counties and downtown Bowling Green at speeds of up to 45 miles per hour. Police said the southbound C.S.X. train got away while the engineer was opening a switch at a stop near Toledo. It finally slowed, and a company official managed to climb on and stop it, about 35 miles from Columbus. C.S.X. Said the cargo aboard the 47 car train included a non-explosive industrial acid. No one was injured.

In the middle east today, thousands of Palestinians presented the anniversary of Israel's founding in 1948, and fierce fighting erupted across the West Bank and Gaza. We have a report from Louise Bains of Associated Press television news.

Reporter: more than 30,000 Palestinians demonstrated on the main square of the west bank town of Nablus in the largest demonstration against Israel seen for several years. The event was organized to mark [Tal Nablus], meaning (The Great Conquest), That's the name Palestinians give the anniversary of the creation of the state of Israel in 1948. (Gunfire) many of the demonstrators headed to Israeli check points after the rally. When an Israeli soldier removed a Palestinian flag, he was jeered by the angry crowd. At a traffic circle near Ramallah, a regular flash point during the intifada, clashes with Israeli soldiers turned violent. Across the west bank and Gaza, four Palestinians were killed and more than a hundred were injured. (Gunfire)

Lehrer: since that report was filed, Palestinian doctors put the number of wounded at more than 200, and the Israeli military said an Israeli woman was killed in the west bank after nightfall. In Jerusalem today, a Palestinian bus driver was convicted of murdering eight Israelis last February. He drove his bus into a crowd near Tel Aviv. It was the single deadliest incident since the current violence began last September. Back in this country today, more aggressive treatment of high cholesterol was proposed today by a federal medical panel. It had been convicted by the National Institutes of Health. The group of experts said the change could triple the number of people who take cholesterol-lowering drugs and dramatically reduce deaths from heart disease. But they said doctors need to make it a higher priority.

There is a clear misunderstanding of people who need cholesterol lowering. That is a chronic problem. We have put our guidelines and information and said that this deserves aggressive attention, and we have to do more to make it easy to implement all of these guidelines and make it possible to apply them in actual practice.

Lehrer: it's estimated more than 30 million Americans have high cholesterol. The new guidelines recommend different tests to screen for the problem. They also revise the recommended levels for good and bad cholesterol. We'll have more on this story later in the program tonight. Married couples with
One week has passed since terror attacks 
destroyed the World Trade Center and 
damaged the Pentagon and now for 
finding survivors in the rubble is fading fast. 
Tonight, the latest on the investigation 
and plans for a possible 
escalation. I'm Chris Matthews. Welcome to a 
special edition of "Hardball." Capturing by 
the national capturing institute -- www.nccip.org. 
5,422 people are still missing as the rubble 
of the World Trade Center and New York Mayor 
Rudy Giuliani doesn't expect anyone 
survivors.

The chances of recovering any live human 
beings are very, very small now. Given the 
amount of time and the conditions of the site. 
Those chances are not totally, however, ended 
or over, as we will -- we will still conduct 
ourselves as a rescue effort as well as a recovery 
effort.

Today, the nation stopped at 8:46 this 
memorial, the time the first plane hit to mark 
the tragic events of one week ago, [music] 
At the White House, President Bush pressed 
forward, vowing to extinguish terrorism and 
hating the American people.

Today, I heard the soul and spirit of America 
with live examples of people who have made 
a huge difference and those who suffer and those 
who have lost. This is a great land. It's a great 
land, because our people are so decent and strong and 
compassionate.

Meanwhile, Attorney General John Ashcroft 
says other hijackers could still be at large. So far, 
at least 75 people have been detained 
and questioned about the attacks and four 
arranged on 
material warrants. Among those detained 
are two men who were carrying 
boxes of frozen chicken and large amounts of 
cash who were pulled off a train in Texas. And a man 
detained in Minnesota prior to the attack who 
was questioned for crying to buy 
time, despite a lack of flight experience. In 
Afghanistan, refugees continue to pour out of 
the country, expecting a U.S. attack. Afghanistan's 
wandering Friday says it hasn't ruled out 
the possibility that Osama bin Laden was behind last 
week's attacks. But it wants proof before it 
attacks the Taliban. Even so, Defense 
Secretary Donald Rumsfeld says the 
accuser may not matter much.

Our advisors are not one or two terrorists 
leaders, even a single terrorist organization or 
network. It's a broad network of individuals and 
organizations that are coordinated to terrorist 
and, in so doing, to deny us the very essence of 
what we are -- free people. 

This week, we're going to get reaction from 
former Senator Warren Rudman, plus we've 
gone over the military game plan with Henry McMaster 
and Alexander Higl. And talk to Donald 
Rumsfeld on how President Bush is handling 
this crisis as we begin to hear more 
from NBC's Chip Seid. [Claudia news today, 
right?]

Well, absolutely, Chris. This is the sixth day 
in a row that they have not pull single 
person out of that rubble. You can see over my 
shoulder it is still burning actively. The smoke is 
pouring out of there. The conditions for the 
rescue workers are still hazardous and they are 
now going through an agonizing process. 
Some officials are, at trying to decide just what point 
if you just decide this is no longer a rescue 
effort where you're looking for people alive and it 
becomes a recovery effort where you're simply 
looking for bodies? Some officials think it's 
better to declare, at some point, it's over. So 
think it's better to just let the families come to 
that conclusion on their own. Rudy Giuliani 
said today that there is a very, very small chance of 
finding people alive in there. At the same 
time, he said there is a rescue effort. He 
does not want to squish hope completely, but on 
the other hand, he want it is families to come to 
the conclusion that the chances of finding their 
loved ones in there alive are very, very slim. 
Indeed. One other point that he made today, Rudy 
Giulani and other officials said, they're 
planning with the public not to come down here 
because they have been coming down in droves 
to take pictures, see the site. Maybe it is a part of 
the mourning or grieving process for people 
generally, but it is interfering with the part of the 
rescue workers in there. They want this site to be 
untouched so that the vehicles carrying bodies 
and equipment in and out will not be impeded by 
people down here taking picture. Chris?

Thank you very much. NBC's Chip Reid at 
ground zero. For the latest on the plans of a 
possible military action, we get this report 
from NBC's Jim Miklaszewski at the Pentagon. 
U.S. Marines dressed for combat leave 
their base in Okinawa today. The Army's 82nd 
Airborne at Fort Bragg, North Carolina. They 
play a major role in any U.S. invasion of 
Afghanistan. They're waiting for a call to arms. 
And they're ready to go and answer it.

Donald Rumsfeld says when it comes to 
America's self-defense, all options are on the 

corner.
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PAPER-BASED INTERFACE FOR SPECIFYING RANGES
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BACKGROUND OF THE INVENTION

The present invention relates to techniques for accessing multimedia information, and more particularly to techniques for generating a printable representation of the multimedia information that can be printed on a paper medium to provide a paper-based interface for the multimedia information.

With the rapid growth of computers, an increasing amount of information is being stored in the form of electronic (or digital) documents. These electronic documents include multimedia documents that store multimedia information. The term "multimedia information" is used to refer to information that may comprise information of one or more different types. The different types of information included in multimedia information may include a combination of text information, graphics information, animation information, sound (audio) information, video information, and the like. Multimedia information is also used to refer to information comprising one or more objects wherein the objects include information of different types. For example, multimedia objects included in multimedia information may comprise text information, graphics information, animation information, sound (audio) information, video information, and the like.

Several different techniques and tools are available today for accessing and navigating multimedia information that may be stored in electronic multimedia documents. Examples of such tools and/or techniques include proprietary or customized multimedia players (e.g., RealPlayer™ provided by RealNetworks, Microsoft Windows Media Player provided by Microsoft Corporation, QuickTime™ Player provided by Apple Corporation, Shockwave multimedia player, and others), video players, televisions, personal digital assistants (PDAs), and the like.

The tools and techniques described above that are conventionally available for accessing multimedia information focus on the electronic or digital nature/format of the multimedia information and output the multimedia information in electronic or digital form. For example, multimedia players typically execute on a computer system and output the multimedia information stored in multimedia documents via output devices coupled to the computer such as a monitor, a speaker, and the like.

While retrieving multimedia information in digital form is adequate for some users, it is a well-known fact that many users find it easier to comprehend and assimilate information when the information is printed on a paper medium rather than in the digital form. These users thus prefer to access information in a paper format by printing the information on a paper medium. For example, most people who encounter a long document will typically print the document on paper before reading the document, even though there are several tools (e.g., word processors, browsers, etc.) available for viewing and navigating the document in electronic form. While there are several tools available for printing ordinary documents containing text and images on paper (e.g., a printer coupled to a word-processor), there are no techniques or tools that allow users to print multimedia information on a paper medium in a format and style that is readable by the user. As described above, all of the conventionally available tools and techniques for retrieving multimedia information focus on the electronic or digital nature/format of the multimedia content and output the multimedia information in electronic or digital form.

In light of the above, there is a need for techniques that allow users to access multimedia information via a paper-based interface.

BRIEF SUMMARY OF THE INVENTION

Embodiments of the present invention provide techniques for specifying ranges using a paper document. Each range is characterized by a start time and an end time. One or more ranges may be specified by a user using the paper document. Portions of recorded information corresponding to the ranges are then determined. One or more actions may be performed on the portions of information determined for the ranges.

According to an embodiment of the present invention, techniques are provided for accessing a portion of recorded information using a paper document. Information is received indicative of selection of one or more identifiers from a first set of identifiers printed on a paper document. One or more time ranges are then determined based upon the one or more selected identifiers, each time range having a start time and an end time. Portions of the recorded information corresponding to the one or more time ranges are then determined, wherein a portion of recorded information corresponding to a time range comprises information from the recorded information occurring between the start time and end time associated with the range.

The foregoing, together with other features, embodiments, and advantages of the present invention, will become more apparent when referring to the following specification, claims, and accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a simplified block diagram of a distributed system that incorporates an embodiment of the present invention;
FIG. 2A depicts a networked system including a multifunction device according to an embodiment of the present invention;
FIG. 2B depicts a user interface that is displayed to the user by a multifunction device according to an embodiment of the present invention;
FIG. 3 is a simplified block diagram of a computer system according to an embodiment of the present invention;
FIG. 4 is a simplified high-level flowchart depicting a method of generating a printable representation of multimedia information according to an embodiment of the present invention;
FIGS. 5A and 5B depict a sample template according to an embodiment of the present invention;
FIG. 6 is a simplified high-level flowchart depicting processing performed in step 408 of FIG. 4 according to an embodiment of the present invention;
FIG. 7A depicts a page from a multimedia paper generated according to an embodiment of the present invention for a multimedia document;
FIG. 7B depicts a second page that follows the page depicted in FIG. 7A in a multimedia paper document according to an embodiment of the present invention;
FIG. 7C depicts a page from a multimedia paper generated according to an embodiment of the present invention for a multimedia document;
FIGS. 8A, 8B, and 8C depict pages from a multimedia paper document generated for a recorded meeting according to an embodiment of the present invention;
FIGS. 9A, 9B, and 9C depict pages of a multimedia paper document displaying visual markers to denote various attributes of the audio information or of the CC text information included in the multimedia information for the multimedia document for which the multimedia paper document is generated according to an embodiment of the present invention;
FIG. 10 depicts a page from a multimedia paper document whose contents have been annotated according to an embodiment of the present invention;
FIG. 11 depicts a user profile that may be configured by a user according to an embodiment of the present invention to facilitate selection of keyframes relevant to user-specified topics of interest;
FIG. 12 depicts modules that facilitate selection of keyframes relevant to topics of interest according to an embodiment of the present invention;
FIG. 13A is a simplified high-level flowchart depicting a method of accessing multimedia information using a multimedia paper document according to an embodiment of the present invention;
FIG. 13B is a simplified high-level flowchart depicting a method of accessing multimedia information from a particular time point using a multimedia paper document according to an embodiment of the present invention;
FIG. 14 is a simplified high-level flowchart depicting a method of generating a single printable representation according to an embodiment of the present invention that includes multimedia information selected from a plurality of multimedia documents by analyzing the printable representations of the plurality of multimedia documents;
FIG. 15 is a simplified high-level flowchart depicting another method of generating a single printable representation that includes information extracted from a plurality of multimedia documents by analyzing the multimedia information stored by the plurality of multimedia documents according to an embodiment of the present invention;
FIGS. 16A, 16B, 16C, and 16D depict pages of a multimedia paper document generated according an embodiment of the present invention using the method depicted in FIG. 14;
FIG. 17 depicts a coversheet generated for a multimedia paper document according to an embodiment of the present invention;
FIG. 18 depicts a coversheet generated for a multimedia paper document according to another embodiment of the present invention;
FIG. 19 depicts a coversheet generated according to another embodiment of the present invention for a multimedia paper document that has been annotated based upon user-specified topics of interest;
FIG. 20 depicts a coversheet generated according to an embodiment of the present invention for a multimedia paper document that includes pages selected from multiple multimedia paper documents based upon selection criteria;
FIG. 21 depicts another coversheet generated according to an embodiment of the present invention for a multimedia paper document that includes pages selected from multiple multimedia paper documents based upon selection criteria;
FIG. 22 depicts a coversheet generated according to an embodiment of the present invention for a multimedia paper document that has been generated for a recorded meeting;
FIG. 23 depicts a page from a multimedia paper document that allows ranges to be specified according to an embodiment of the present invention; and
FIG. 24 is a simplified block diagram of components that may be used for performing operations on ranges according to an embodiment of the present invention.

DETAILED DESCRIPTION OF THE INVENTION

The present invention provides techniques for generating a printable representation of multimedia information that can be printed on a paper medium to generate a multimedia paper document. The multimedia paper document provides a paper-based interface for the multimedia information. The multimedia paper document provides a readable and comprehensible representation of the multimedia information. The multimedia paper document allows a user to specify portions of the multimedia information and to specify one or more operations to be performed on the portions of the multimedia information.

According to an embodiment of the present invention, the printable representation for the multimedia information may be annotated to identify locations of information in the multimedia information that may be of interest to a user. A paper document generated by printing the annotated printable representation on a paper medium displays the annotations. The annotations provide visual indications of information relevant to the user. For example, information printed in the paper document that is relevant to topics of interest specified by a user may be annotated or highlighted. In this manner, the multimedia paper document generated according to the teachings of the present invention provides a convenient tool that allows a user to readily locate portions of the paper document that are relevant to the user. Since the multimedia paper document comprises a printable representation of multimedia information, the paper document generated according to the teachings of the present invention allows the user to identify portions of multimedia information that are of interest to the user.

According to an embodiment of the present invention, the paper document generated by printing the printable representation on a paper medium also provides an interface for accessing or retrieving multimedia information in electronic form. The paper document may thus be used as an indexing and retrieval tool for retrieving multimedia information. For
example, a user may use a paper document generated for a video recording to access or retrieve portions of the video recording.

According to an embodiment of the present invention, the present invention provides techniques for generating a single printable representation that includes multimedia information extracted from a plurality of different multimedia documents or multimedia sources. According to an embodiment of the present invention, the single printable representation includes multimedia information selected from the plurality of multimedia documents based upon selection criteria. A user may specify the selection criteria. The selection criteria may be based upon any attributes of the multimedia documents or their contents, or upon user-specified topics of interest, and the like. The single or consolidated printable representation can then be printed on a paper medium to generate a consolidated paper document comprising information that satisfies the selection criteria.

According to an embodiment of the present invention, the present invention provides techniques for generating a coversheet for a paper document generated by printing the printable representation on a paper medium. The coversheet may provide a summary of the contents printed on pages of the paper document.

As described above, the printable representation of the multimedia information can be printed on a paper medium to generate the paper-based interface. The term “paper” or “paper medium” as used in this application is intended to refer to any tangible medium on which information can be printed, written, drawn, imprinted, embossed, etc. For purposes of this invention, the term “printing” is intended to include printing, writing, drawing, imprinting, embossing, and the like. For purposes of this invention, the document generated by printing the printable representation on a paper medium will be referred to as “multimedia paper” or “multimedia paper document.” The multimedia paper document takes advantage of the high resolution and portability of paper and provides a readable representation of the multimedia information. According to the teachings of the present invention, a multimedia paper document may also be used to select, retrieve, and access the multimedia information.

The multimedia information for which the multimedia paper document is generated may be stored in an electronic multimedia document. Accordingly, the term “multimedia document” is intended to refer to any storage unit (e.g., a file, a directory) that stores multimedia information or recorded information in digital format. Various different formats may be used to store the multimedia information. These formats include various MPEG formats (e.g., MPEG 1, MPEG 2, MPEG 4, MPEG 7, etc.), MP3 format, SMIL format, HTML+TIME format, WMF (Windows Media Format), RM (Real Media) format, QuickTime format, Shockwave format, various streaming media formats, formats being developed by the engineering community, proprietary and customary formats, and others. Examples of multimedia documents include video recordings, MPEG files, news broadcast recordings, presentation recordings, recorded meetings, classroom lecture recordings, broadcast television programs, and the like.

As previously described, multimedia information may comprise information of one or more different types. For example, multimedia information may comprise a combination of text, graphics, animation, sound (audio), and/or video information in an integrated form. For example, a video recording of a television broadcast may comprise video information and audio information. In certain instances the video recording may also comprise close-captioned (CC) text information which comprises material related to the video information, and in many cases, is an exact representation of the speech contained in the audio portions of the video recording. As another example, a recording of a presentation may store information captured during a presentation including video information, audio information, CC text information, information corresponding to slides presented during the presentation, whiteboard information, and other types of information. As described below, the present invention generates a printable representation of the multimedia information that includes printable representations of the various types of information included in the multimedia information. The printable representation of the multimedia document can then be printed on a paper medium to generate a multimedia paper or multimedia paper document for the multimedia information stored by the multimedia document.

Generating Printable Representation of Multimedia Information

As described above, according to an embodiment of the present invention, techniques are provided for generating a printable representation of multimedia information that can be printed on a paper medium to produce a multimedia paper document. The multimedia paper document provides a paper-based interface for the user to view and comprehend the multimedia information. FIG. 1 is a simplified block diagram of a distributed system 100 that might incorporate an embodiment of the present invention. As depicted in FIG. 1, distributed system 100 comprises a number of devices or computer systems including one or more user systems 102, a multimedia information processing server system (MIPSS) 104, a multimedia information source (MIS) 106, and a multimedia paper output device 108 coupled to communication network 110 via a plurality of communication links. It should be apparent that distributed system 100 depicted in FIG. 1 is merely illustrative of an embodiment incorporating the present invention and does not limit the scope of the invention as recited in the claims. One of ordinary skill in the art would recognize other variations, modifications, and alternatives. For example, in alternative embodiments of the present invention, one or more of the systems depicted in FIG. 1 (e.g., MIPSS 104 and output device 108) may be incorporated into a single system. In other alternative embodiments, the present invention may also be embodied in a stand-alone system, and the like.

Communication network 110 provides a mechanism allowing the various devices and computer systems depicted in FIG. 1 to communicate and exchange data and information with each other. Communication network 110 may itself be comprised of many interconnected computer systems and communication links. While in one embodiment, communication network 110 is the Internet, in other embodiments, communication network 110 may be any suitable communication network including a local area network (LAN), a wide area network (WAN), a wireless network, an intranet, a private network, a public network, a switched network, and the like.

The communication links used to connect the various systems depicted in FIG. 1 may be of various types including hardwire links, optical links, satellite or other wireless communications links, wave propagation links, or any other mechanisms for communication of information. Various communication protocols may be used to facilitate communication of information via the communication links. These communication protocols may include TCP/IP, HTTP protocols, extensible markup language (XML), wireless application protocol (WAP), protocols under development by industry standard organizations, vendor-specific protocols, customized protocols, and others.
According to the teachings of the present invention, MIPSS 104 is configured to perform processing to facilitate generation of a printable representation of the multimedia information. The printable representation generated by MIPSS 104 for a multimedia document may include printable representations of the various types of information included in the multimedia information stored by the multimedia document. The printable representation generated by MIPSS 104 may be printed on a paper medium to generate a multimedia paper document. The processing performed by MIPSS 104 to generate a printable representation of the multimedia information may be implemented by software modules executing on MIPSS 104, by hardware modules coupled to MIPSS 104, or combinations thereof. According to alternative embodiments of the present invention, the processing may also be distributed between other computer systems and devices depicted in FIG. 1.

The multimedia information for which MIPSS 104 generates a printable representation may be stored in a multimedia document accessible to MIPSS 104. For example, the multimedia document may be stored by MIPSS 104 or may alternatively be stored in locations accessible to MIPSS 104. In alternative embodiments of the present invention, instead of being stored in a multimedia document, MIPSS 104 may receive a stream of multimedia information (e.g., a streaming media signal, a cable signal, etc.) from a multimedia information source such as MIS 106. Examples of MIS 106 include a television broadcast receiver, a cable receiver, a TIVO box, and the like. MIPSS 104 may receive the multimedia information directly from MIS 106 or may alternatively receive the information via a communication network such as communication network 106. MIPSS 104 may then store the multimedia information received from MIS 106 in the form of a multimedia document and use the stored information to generate the printable representation of the multimedia information.

After generating the printable representation of the multimedia information, MIPSS 104 may communicate the printable representation to output device 108 that is capable of generating a multimedia paper document by printing the printable representation on a paper medium. In one embodiment, MIPSS 104 may itself be configured to generate a multimedia paper document from the printable representation of the multimedia information. In alternative embodiments, the printable representation generated by MIPSS 104 may be stored for later use.

As described above, multimedia information source (MIS) 106 represents a source of multimedia information. According to an embodiment of the present invention, MIS 106 may store multimedia documents that are accessed by MIPSS 104. In alternative embodiments, MIS 106 may store a multimedia information stream to MIPSS 104. For example, MIS 106 may be a television receiver/antenna providing live television feed information to MIPSS 104. MIS 106 may also be a video recorder providing the recorded video and/or audio stream to MIPSS 104. In alternative embodiments, MIS 106 may be a presentation or meeting recorder device that is capable of providing a stream of the captured presentation or meeting information to MIPSS 104. MIS 106 may also be a receiver (e.g., a satellite dish or a cable receiver) that is configured to capture or receive (e.g., via a wireless link) multimedia information from an external source and then provide the captured multimedia information to MIPSS 104 for further processing.

Users may use user systems 102 to interact with the other systems depicted in FIG. 1. For example, a user may use user system 102 to select one or more multimedia documents and request MIPSS 104 to generate multimedia papers for the selected documents. Users may also use user systems 102 to view digital versions of the multimedia documents. For example, multimedia players executing on a user system may play multimedia information stored by a multimedia document. A user system 102 may be of different types including a personal computer, a portable computer, a workstation, a computer terminal, a network computer, a mainframe, a kiosk, a personal digital assistant (PDA), a communication device such as a cell phone, or any other data processing system.

Output device 108 is capable of generating a multimedia paper document based upon the printable representation of the multimedia information received from MIPSS 104. Accordingly, output device 108 represents any device that is capable of outputting (e.g., printing, writing, drawing, imprinting, embossing, etc.) the printable representation of the multimedia information on a paper medium. For example, output device 108 may be a printer that is coupled to MIPSS 104. The printer may be configured to receive a signal from MIPSS 104 including a printable representation of multimedia information from MIPSS 104, and to generate a multimedia paper document based upon the printable representation of the multimedia information.

According to an embodiment of the present invention, output device 108 may be incorporated as part of a multifunction device (or MFD) that is capable of performing a plurality of different functions in addition to allowing users to generate multimedia paper documents. For example, a MFD may allow users to copy, fax, or scan documents including multimedia paper documents. A MFD may also allow users to perform other functions. A MFD may also allow users to select multimedia documents for which printable representations are to be generated according to the teachings of the present invention. For example, a MFD may provide a user interface that allows a user to select one or more multimedia documents, request generation of printable representations for the selected multimedia documents, generate multimedia paper documents for the selected multimedia documents, and perform other functions such as copying, faxing, etc. on the printable representations or on the multimedia papers.

FIG. 2A depicts a networked system including a MFD 200 according to an embodiment of the present invention. In the embodiment depicted in FIG. 2A, MFD 200 is coupled to MIPSS 104 that in turn is coupled to MIS 106. In the embodiment depicted in FIG. 2A, MIS 106 is a satellite dish or TV antenna that receives and provides multimedia information to MIPSS 104. MIPSS 104 generates a printable representation for the multimedia information. The printable representation may be forwarded to MFD 200 or may alternatively be stored by MIPSS 104.

In the embodiment depicted in FIG. 2A, MFD 200 provides a user interface 202 that can be used by users to provide instructions or commands to MFD 200 and to view information output by MFD 200. Interface 202 comprises an area 204 that displays a list of documents 204-a including multimedia documents that can be selected by a user. The multimedia documents displayed in area 204 may be stored by MFD 200 or may be stored by other devices (such as MIPSS 104) coupled to MFD 200. In alternative embodiments, area 204 may display a list of documents accessible to MIPSS 104. The multimedia documents displayed in area 204 may correspond to television broadcast recordings, video clips, recorded meetings, etc.

Area 204 may also display various details about the multimedia documents that are listed. In the embodiment depicted in FIG. 2A, for each multimedia document listed in
area 204, the information displayed in area 204 includes information related to the date 204-c and time 204-b of the multimedia document recording. If a printable representation has already been generated for a multimedia document, the number of pages 204-d needed to print the printable representation (e.g., the number of pages in the multimedia paper document for the multimedia document) is also displayed. For example, the multimedia document titled “CNN/fn” stores a recording that was recorded on May 21, 2001 between 11:01 AM and 1:00 PM. A printable representation has been generated for the “CNN/fn” multimedia document and comprises 26 pages.

A user may select one or more documents displayed in area 204 using an input device of MFD 104. In the embodiment depicted in FIG. 2A, the user may select a document by clicking on the document name in area 204 or alternatively by using “Select” button 206. For example, as shown in FIG. 2A, the user has selected a multimedia document titled “NewsHour” which corresponds to a news broadcast recorded on May 18, 2001 between 6:00-7:00 PM. The user may then request MFD 200 to perform one or more functions provided by MFD 200 on the selected document(s). According to an embodiment of the present invention, the user may request generation of printable representations for the selected multimedia documents or request generation of multimedia paper documents for the selected multimedia documents. The multimedia documents displayed in area 204 may also be indexed by MFD 200 that allows a user to perform familiar operations such as keyword searching, browsing for similar documents, etc. on the selected multimedia documents.

User interface 202 provides a plurality of user interface features that allow a user to specify functions or operations to be performed on the selected document(s). For example, the user may select “Print” button 208 to instruct MFD 200 to print multimedia paper documents 210 for the multimedia documents selected by the user in area 204. According to an embodiment of the present invention, upon receiving a signal indicating selection of “Print” button 206 by a user, MFD 200 sends a signal to MIPSS 104 requesting generation of printable representations for the user-selected multimedia documents. If printable representations for the user-selected document(s) already exist, MIPSS 104 communicates the previously generated printable representations for the user-selected documents to MFD 200. Alternatively, if the printable representations do not exist, MIPSS 104 generates printable representations for the one or more user-selected documents and then provides the printable representations to MFD 200. MFD 200 may then generate (or print) multimedia paper documents for the user-selected documents based upon printable representations corresponding to the documents received from MIPSS 104. In alternative embodiments, MFD 200 may itself be configured to generate printable representations for user-selected multimedia documents.

User interface 202 also provides a “Play” button 212 which when selected by a user causes MFD 200 to playback multimedia information from the user-selected multimedia document(s). For example, FIG. 2B depicts a user interface 214 that is displayed to the user upon selection of “Play” button 212 according to an embodiment of the present invention. Interface 214 allows the user to play back video and audio information contained in the “NewsHour” multimedia document selected by the user in area 204 of FIG. 2A. If MFD 200 is connected to one or more output devices (e.g., an output monitor, other networked output devices), the user may also select the output device to be used for the playback. For example, the user may indicate that the information is to be played back on the user’s computer in the user’s office (or on a television in a particular conference room, etc.). In specific embodiments of the present invention, the user may also indicate the time when the multimedia information is to be played back.

Referring back to FIG. 2A, user interface 202 also provides a numeric keypad 216 that facilitates operations such as faxing of documents. For example, using keypad 216, a user may fax a multimedia paper document or a printable representation of a user-selected multimedia document to a recipient. The user may also make copies of the multimedia paper document by selecting “Copy” button 218. “Cancel” button 220 allows the user to cancel a pre-selected function.

It should be apparent that MFD 200 and the user interfaces depicted in FIGS. 2A and 2B are merely illustrative of an embodiment incorporating the present invention and do not limit the scope of the invention as recited in the claims. One of ordinary skill in the art would recognize other variations, modifications, and alternatives. For example, in a networked environment, a web browser-enabled interface may be provided allowing a user to control the functions of MFD 200 from a remote location, for example, using the user’s computer system or PDA, and the like.

FIG. 3 is a simplified block diagram of a computer system 300 according to an embodiment of the present invention. Computer system 300 may be used as any of the computer systems depicted in FIG. 1. As shown in FIG. 3, computer system 300 includes at least one processor 302 that communicates with a number of peripheral devices via a bus subsystem 304. These peripheral devices may include a storage subsystem 306, comprising a memory subsystem 308 and a file storage subsystem 310, user interface input devices 312, user interface output devices 314, and a network interface subsystem 316. The input and output devices allow user interaction with computer system 300. A user may be a human user, a device, a process, another computer, and the like.

Network interface subsystem 316 provides an interface to other computer systems and communication networks including communication network 110.

Bus subsystem 304 provides a mechanism for letting the various components and subsystems of computer system 300 communicate with each other as intended. The various subsystems and components of computer system 300 need not be at the same physical location but may be distributed at various locations within network 110. Although bus subsystem 304 is shown schematically as a single bus, alternative embodiments of the bus subsystem may utilize multiple buses.

User interface input devices 312 may include a keyboard, pointing devices, a mouse, trackball, touchpad, a graphics tablet, a scanner, a barcode scanner, a touchscreen incorporated into the display, audio input devices such as voice recognition systems, microphones, and other types of input devices. In general, use of the term “input device” is intended to include all possible types of devices and ways to input information using computer system 300.

User interface output devices 314 may include a display subsystem, a printer, a fax machine, or non-visual displays such as audio output devices. The display subsystem may be a cathode ray tube (CRT), a flat-panel device such as a liquid crystal display (LCD), or a projection device. In general, use of the term “output device” is intended to include all possible types of devices and ways to output information from computer system 300.

Storage subsystem 306 may be configured to store the basic programming and data constructs that provide the functionality of the computer system and of the present invention. For example, according to an embodiment of the present invention, software modules implementing the functionality
of the present invention may be stored in storage subsystem 306 of MIPSS 104. For example, software modules that facilitate generation of printable representations of the multimedia information may be stored in storage subsystem 306 of MIPSS 104. These software modules may be executed by processor(s) 302 of MIPSS 104. In a distributed environment, the software modules may be stored on a plurality of computer systems and executed by processors of the plurality of computer systems. Storage subsystem 306 may also provide a repository for storing various databases and files that may be used by the present invention. For example, the multimedia documents may be stored in storage subsystem 306. Storage subsystem 306 may comprise memory subsystem 308 and file storage subsystem 310.

Memory subsystem 308 may include a number of memories including a main random access memory (RAM) 318 for storage of instructions and data during program execution and a read only memory (ROM) 320 in which fixed instructions are stored. File storage subsystem 310 provides persistent (non-volatile) storage for program and data files, and may include a hard disk drive, a floppy disk drive along with associated removable media, a Compact Digital Read Only Memory (CD-ROM) drive, an optical drive, removable media cartridges, and other like storage media. One or more of the drives may be located at remote locations on other connected computers.

Computer system 300 can be of varying types including a personal computer, a portable computer, a workstation, a computer terminal, a network computer, a mainframe, a kiosk, a personal digital assistant (PDA), a communication device such as a cell phone, a game controller, or any other data processing system. Due to the ever-changing nature of computers and networks, the description of computer system 300 depicted in FIG. 3 is intended only as a specific example for purposes of illustrating the preferred embodiment of the computer system. Many other configurations of a computer system are possible having more or fewer components than the computer system depicted in FIG. 3. For example, several other subsystems may be included in computer system 300 depending upon the functions performed by system 300.

FIG. 4 is a simplified high-level flowchart 400 depicting a method of generating a printable representation of multimedia information according to an embodiment of the present invention. The processing depicted in FIG. 4 may be performed by MIPSS 104 (e.g., by software modules executing on MIPSS 104). In alternative embodiments of the present invention, the processing may be distributed among the various systems depicted in FIG. 1. Flowchart 400 depicted in FIG. 4 is merely illustrative of an embodiment incorporating the present invention and does not limit the scope of the invention as recited in the claims. One of ordinary skill in the art would recognize other variations, modifications, and alternatives.

As depicted in FIG. 4, according to an embodiment of the present invention, the method is initiated when MIPSS 104 receives a signal requesting generation of a printable representation for a multimedia document storing multimedia information (e.g., from MIS 106) for which a printable representation (or multimedia paper document) is to be generated. If the signal includes a multimedia information stream, MIPSS 104 may store the stream in a multimedia document and then generate a printable representation for the document. For purposes of explaining the processing in FIG. 4, it is assumed that the signal received in step 402 identifies a multimedia document for which a printable representation is to be generated.

MIPSS 104 then accesses the multimedia document identified by the signal received in step 402 (step 404). The multimedia document identified by the signal received in step 402 may be stored by MIPSS 104 or may alternatively be stored by other devices or systems from where it can be accessed by MIPSS 104. In alternative embodiments of the present invention, the signal received in step 402 may itself comprise the multimedia document.

MIPSS 104 then determines layout and format information to be used for generating the printable representation (step 406). The layout and format information specifies how the information is to be printed on the paper medium. For example, the layout and format information may comprise information identifying the paper-medium and size of the paper (e.g., letter size, legal size, A4 size, etc.) for which the printable representation is to be generated. The layout and format information may also identify special features of the paper (e.g., a paper with a letterhead, paper of a particular color, etc.) for which the printable representation is to be generated. In specific embodiments of the present invention, a default paper medium (e.g., letter size paper) may be selected for generating the printable representation of the multimedia document.

Additionally, the layout and format information indicates the layout and formatting features to be used for generating the printable representation of the multimedia information. For example, according to an embodiment of the present invention, the layout and format information specifies how each type of information (e.g., audio, video, images, text, etc.) included in the multimedia information is to be printed. For example, for each type of information included in the multimedia information, the layout and format information may identify the area (or location or section of the paper medium) on the paper medium in which the information is to be printed, and the format or styles (e.g., font type, font size, bolding, underlining, number of columns per page, size of the columns, page margins, etc.) to be used for printing the information. In embodiments of the present invention which support multiple languages, the layout and format information may also indicate the language (or languages) to be used for printing the information. MIPSS 104 uses the layout and format information to generate the printable representation.

For example for text information (e.g., CC text, text transcript of audio information) included in the multimedia information, the layout and format information may specify the font type and font size to be used for printing the text information, the number of columns to be used for printing the information, the size and location of the columns, the color of the font to be used for printing (which may depend on the color of the paper for which the printable representation is to be generated), line spacing, length of each line, number of words per line, bolding and capitalization techniques, and the like. The layout and format information may also identify the language to be used for printing the text information. For example, the layout and format information may indicate that the text is to be printed in two columns on each page with the English version in the first column and a Japanese translation of the English version in the second column.
For audio information, the layout and format information may identify techniques to be used for converting the audio information to text information (i.e., techniques for generating a text transcript for the audio information), the format and styles for printing the audio transcript (which may be the same as for printing text information), and the like. For video information, the layout and format information may indicate how the video information is to be represented on paper. According to an embodiment of the present invention, the printable representation of the video information includes keyframes that are extracted from the video information. In this embodiment, the layout and format information may specify the sampling rate for extracting the keyframes, the number of keyframes that are to be extracted from the video information, the order and placement of the keyframes on the paper medium, and other like information.

Likewise, for other types of information included in the multimedia information, the layout and format information specifies the manner in which the multimedia information is to be printed on the paper medium. Accordingly, the layout and format information identifies how printable representations are to be generated for each type of information included in the multimedia information stored by the multimedia document.

According to an embodiment of the present invention, the layout and format information is stored in the form of templates. The templates may be customized for a particular type of paper. For example, a first template may be defined for letter-size paper and a second template different from the first template may be defined for A4 size paper. It should be apparent that one or more templates may be defined for each type and size of paper. If multiple templates are provided, the user may be allowed to select a particular template to be used for generating the printable representation. According to an embodiment of the present invention, information identifying a user-selected template may be included in the signal received in step 402. Default templates may also be specified. The user may also be allowed to create new templates, and to edit and modify previously configured templates. In this manner, the layout and format information is user-configurable.

The goal of a template (or layout and format information in general) is to generate a printable representation which when printed on a paper medium generates a readable and comprehensible multimedia paper document. In order to create a readable version, the templates may adhere to many of the basic guidelines designed and used by the newspaper industry. For instance, the use of special fonts, multiple columns and shorter lines of text along with line spacing, bolding and capitalization techniques, and other type-setting features used by the newspaper industry may be specified in the templates. The layout and format information thus contributes towards making the multimedia paper document more readable and comprehensible.

FIGS. 5A and 5B depict a sample template according to an embodiment of the present invention. The template is defined using XML syntax but could easily be represented in other ways. The template is designed for use with letter-size (8.5x11 inch) sheets of white 24-lb paper. As defined in the template, each sheet is configured to contain one title zone, two text zones, and a video zone. The title zone specifies the zone or area of the paper medium where the title is to be printed and the manner in which the title is to be printed. The first text zone specifies the zone or area of the paper medium where the Japanese translation of the CC text is to be printed and the manner in which the Japanese text is to be printed. It should be apparent that in alternative embodiments of the present invention, CC text included in the multimedia information and which is a continuation of the information printed in the first text zone may be printed in the second text zone. The video zone specifies the zone or area of the paper medium where the video information included in the multimedia document is to be printed and the manner in which the video is to be printed.

The template information in FIG. 5A specifies that the title zone (identified by "ZONE_ID 0") area is bounded by a rectangle whose left edge is located at a distance of 3 inches from the left margin of the page and whose right edge is located at a distance of 3 inches from the right margin of the page (i.e., the rectangle is 2.5 inches wide). The top edge of the title zone rectangle is located 0.75 inches from the top margin of the page and the bottom edge of the rectangle is located 3.4 inches from the bottom margin of the page. The text in the first text zone is to be printed in the English language. The title is configured to be English and is to be extracted from the header of the video clip. The title is configured to be printed in a 14 point, black Times font, and is centered within the title zone. The lines are to be single-spaced.

The first text zone (identified by "ZONE_ID 1") is also bounded by a rectangle whose left edge is located at a distance of 1.3 inches from the left margin of the page, whose right edge is located at a distance of 5.4 inches from the right margin of the page, whose top edge is located 1.5 inches from the top margin of the page, and whose bottom edge is located 1.3 inches from the bottom margin of the page. The text in the first text zone is to be printed in the English language. The origin of the text to be printed is defined to be CC text included in the multimedia information. The text is to be printed in a 10 point Garamond font. Lines are to be single-spaced. Speaker changes in the closed caption (which are usually indicated in the CC text by three greater-than signs "<>") are to be shown by inserting a 1.5 line break and by bolding the first three words. Speaker changes (which are usually indicated in CC text by two greater-than signs "<>") are to be shown with a single-line break with no emphasis. Annotations (that indicate words in the transcript that occur in a user’s profile) (described below in more detail) are to be shown with italicized text and blue underlining.

The second text zone (identified by "ZONE_ID 2") is also bounded by a rectangle whose left edge is located at a distance of 4.6 inches from the left margin of the page, whose right edge is located at a distance of 1.9 inches from the right margin of the page, whose top edge is located 1.5 inches from the top margin of the page, and whose bottom edge is located 1.0 inch from the bottom margin of the page. Unlike the first zone, the text in the second text zone is to be printed in Japanese. A translation source to facilitate the translation to Japanese is identified. The text is to be printed in a black 10 point Garamond font. Lines are to be single-spaced. Subject changes in the closed caption text (which are usually indicated in CC text by three greater-than signs "<>") are to be shown by inserting a 1.5 line break and by bolding the first three words. Speaker changes (which are usually indicated in CC text by two greater-than signs "<>") are to be shown with a single-line break with no emphasis. Annotations to words or phrases are to be shown with italicized text and blue underlining. Further details related to annotations are provided below.

The video zone (identified by "ZONE_ID 3") is also bounded by a rectangle whose left edge is located at a distance of 3.2 inches from the left margin of the page, whose right edge is located at a distance of 4.5 inches from the right...
margin of the page, whose top edge is located 1.5 inches from the top margin of the page, and whose bottom edge is located 1.0 inch from the bottom margin of the page. The source for the displayed data in the video zone is to be a set of key frames that are generated by sampling the video channel of the multimedia information at a rate of 1 frame per second. Text in those frames is to be annotated by drawing a red box around it with line-width of 3-points. The keyframes are to be divided into sets of four. Each set is to be 0.4 inches wide and 0.3 inches high. The keyframes from each set are to be laid out within the video zone by sequentially packing them into the available space. Each group of four keyframes is to be annotated with an interleaved 2-of-5 barcode 0.8 inches wide and 0.15 inches high that appears underneath the group.

It should be apparent that the template depicted in FIGS. 5A and 5B is merely illustrative of an embodiment incorporating the present invention and does not limit the scope of the invention as recited in the claims. One of ordinary skill in the art would recognize other variations, modifications, and alternatives.

Referring back to FIG. 4, MIPSS 104 then generates a printable representation of the multimedia information stored in the multimedia document accessed in step 402 based upon the layout and format information determined in step 406 (step 408). Generating a printable representation for the multimedia document involves generating a printable representation for each type of information included in the multimedia information based upon the layout and format information.

If the signal received in step 402 requested generation of a multimedia paper document, MIPSS 104 may then print the printable representation of the multimedia information to generate the multimedia paper document (step 410). Alternatively, MIPSS 104 may communicate the printable representation of the multimedia information generated in step 408 to an output device 108 (e.g., a printer, a MFD, etc.) that is configured to generate the multimedia paper document (step 412). Other operations may also be performed on the printable representation of the multimedia information (step 414).

For example, the printable representation may be stored for future generation of multimedia paper document, the information may be faxed, the information may be searched, indexed, annotated, etc., and the like.

FIG. 6 is a simplified high-level flowchart depicting processing performed in step 408 of FIG. 4 according to an embodiment of the present invention. The processing depicted in FIG. 6 may be performed by software modules executing on MIPSS 104, by hardware modules coupled to MIPSS 104, or a combination thereof. In alternative embodiments of the present invention, the processing may be distributed among the various systems depicted in FIG. 1. The processing depicted in FIG. 6 is merely illustrative of an embodiment incorporating the present invention and does not limit the scope of the invention as recited in the claims. One of ordinary skill in the art would recognize other variations, modifications, and alternatives.

As described above, in step 408 MIPSS 104 generates a printable representation of the multimedia information based upon the layout and format information determined in step 406. As part of the processing performed in step 408, MIPSS 104 divides or indexes the multimedia information contained by the multimedia document into sequential segments or portions of a particular time length (step 602). Each segment is characterized by a starting time and an ending time. Each segment comprises multimedia information occurring between the starting time and ending time associated with the segment. In other words, each segment or section comprises multimedia information for a specific time period. A sequential list of segments represents the entire multimedia information stored in the multimedia document. For example, according to an embodiment of the present invention, a 10-second time period may be used for segmenting the multimedia information. Using the 10-second time period value, a 5-minute video recording may be divided into 30 segments or sections. The first segment comprises multimedia information for the first 10 seconds of the multimedia document, the second segment comprises multimedia information for the next 10 seconds, the third segment comprises multimedia information for the next 10 seconds, and so on. The value of the time period to be used for segmenting the multimedia document may be user-configurable.

From the segments generated in step 602, MIPSS 104 then selects a set of segments or portions of the multimedia document comprising multimedia information that is to be included in the printable representation of the multimedia information (step 604). According to an embodiment of the present invention, all the segments generated in step 602 are selected to be included in the printable representation. According to other embodiments of the present invention, a subset of the segments generated in step 602 may be selected for inclusion in the printable representation of the multimedia information based upon some selection criteria. The selection criteria may be user-configurable.

According to one such embodiment, MIPSS 104 may compare multimedia information stored by successive segments and only select those segments for inclusion in the printable representation that contain additional information relative to their preceding segment. In this manner, segments comprising repetitive or redundant information are not selected for inclusion in the printable representation. For example, there may be periods of time within a video recording wherein the audio or video content information does not change (e.g., during a period of “silence” or “blankness” on the video recording). Segments comprising multimedia information corresponding to such periods of time may not be selected by MIPSS 104 in step 604.

According to another embodiment of the present invention, MIPSS 104 may select only those segments for inclusion in the printable representation that contain information relevant to the user who has requested generation of the printable representation. For example, MIPSS 104 may select only those segments for inclusion in the printable representation that contain multimedia information related to user-specified topics of interest (which may be specified in a user profile). For example, a user may have specified an interest in all information related to topic “Afghanistan.” In this embodiment, MIPSS 104 may scan the multimedia information contained by the various segments and select only those segments for inclusion in the printable representation that contain information related to Afghanistan. Various techniques known to those skilled in the art may be used to facilitate selection of the segments based upon their content and their relevance to user-specified topics.

According to another embodiment of the present invention, MIPSS 104 may apply a summarization technique to select segments to be included in the printable representation. Applying the summarization technique, only those segments that satisfy some selection criteria may be selected for inclusion in the printable representation. For example, for a multimedia document corresponding to an audio recording, MIPSS 104 may only select those segments for inclusion that contain the first sentence spoken by each speaker (or alternatively segments that contain the first line of each paragraph of CC text). This reduces the size of the printable representation and as a result reduces the number of pages needed to print the
MIPSS 104 then paginates the segments (i.e., determines on which page a particular segment is to be printed) selected in step 604 (step 606). According to an embodiment of the present invention, for each page starting with the first page, MIPSS 104 determines the segments to be printed on the page based upon the layout and format information which influences the amount of information that can be printed on a page. In this manner, MIPSS 104 determines the amount of multimedia information to be printed on each page and the total number of pages required to print the multimedia information stored in the multimedia document. For each page, MIPSS 104 determines the start time for information printed on the page (corresponding to the start time of the first segment printed on the page) and the end time for information printed on the page (corresponding to the end time of the last segment printed on the page).

The number of segments that can be printed on a particular page is influenced by the layout and format information and the contents of the segments. The size of the contents of each segment is in turn influenced by the time period used for segmenting the multimedia information stored in the multimedia document. For example, the amount of information stored by a segment is generally directly proportional to the value of the time period used for segmenting the multimedia document.

According to an embodiment of the present invention, for a given template storing the layout and format information and for a particular segmentation time period, the number of segments printed on a particular page is fixed for each page of the multimedia paper document. For example, based upon a particular template and a particular time period used for segmenting the multimedia information, MIPSS 104 may determine that multimedia information corresponding to "M" segments (where M=0) can be printed on each page of the multimedia paper document. Based upon this segments-per-page value, MIPSS 104 may then determine the total number of pages in the multimedia paper document and the segments to be printed on each page.

For example, for a 5-minute video recording which is divided into 30 segments using a 10-second segmentation value, and assuming that all segments are selected for inclusion in the printable representation in step 604, MIPSS 104 may determine that multimedia information corresponding to 12 segments will be printed per page of the multimedia paper document. Using this segments-per-page value, MIPSS 104 may then determine that 3 pages

$$\left\lceil \frac{30}{12} \right\rceil = 3$$

from page to page of the multimedia paper document based upon the contents of the segments. In this embodiment, the number of segments to be printed on a particular page is influenced by the type and contents of multimedia information contained in the segments selected in step 604. In this embodiment, for each page, starting with the first page of the multimedia paper document, MIPSS 104 determines the number of selected segments (starting with the segment having the earliest starting time) which can be printed on each page. In this manner the number of segments that can be printed on a page are determined on a sequential page-per-page basis starting with the first page.

For example, for a 5-minute video recording which is divided into 30 segments using a 10-second segmentation value and assuming that all the segments are selected for inclusion in step 604, MIPSS 104 may determine that multimedia information corresponding to segments 1-10 can be printed on the first page, multimedia information corresponding to segments 11-25 can be printed on the second page of the multimedia paper document, and multimedia information corresponding to sections 25-30 can be printed on the third page of the multimedia paper document. Accordingly, in this embodiment of the present invention, the number of segments printed on each page of the multimedia document may vary from page to page based upon the contents of the segments to be printed. Various other techniques may also be used to determine how the selected segments will be printed.

MIPSS 104 then generates a printable representation for each page determined in step 606 based upon the layout and format information (step 608). As part of step 608, for each page, MIPSS 104 determines segments associated with that page, and generates printable representations for the various types of information included in the multimedia information corresponding to the segments. Various different techniques may be used by MIPSS 104 to generate printable representations for the various types of information included in the multimedia information.

For example, for CC text information included in the multimedia information, MIPSS 104 may apply the formatting styles specified by the layout and format information. For audio information, MIPSS 104 may generate a text transcript for the audio information by applying audio-to-text conversion techniques (which may also be specified in the layout and format information) and then apply the text formatting. For video information, MIPSS 104 may apply various keyframe extraction techniques (which may be specified in the layout and format information) to extract keyframes from the video information included in the selected segments of the multimedia information. According to an embodiment of the present invention, MIPSS 104 extracts keyframes that capture salient features of the video information (or keyframes that are informative) for a particular segment of the multimedia information. For example, images of faces are often quite informative. In choosing keyframes for a news broadcast, MIPSS 104 may select keyframes whose contents are different from the anchorperson. This increases the information conveyed by the keyframes.

Several other techniques known to those of skill in the art may also be applied by MIPSS 104 to generate a printable representation for the multimedia information. For example, the article "Key frame selection to represent a video," written by Frederic Dufaux and published in the Proceedings of the International Conference on Image Processing, Vancouver, 2000, describes techniques for selecting keyframes for representing a video. The entire contents of this article are herein incorporated by reference in their entirety for all purposes.
The printable representation of the multimedia information generated by MIPSS in step 408 may then be printed to generate a multimedia paper document, communicated to a device capable of generating a multimedia paper document, or subjected to other operations according to step 410, 412, or 414 depicted in FIG. 4.

FIG. 7A depicts a page 700 from a multimedia paper generated according to an embodiment of the present invention for a multimedia document. In the embodiment depicted in FIG. 7A, the multimedia document corresponds to a television broadcast recording. As depicted in FIG. 7A, page 700 comprises a title section 702, a first text section 704, a second text section 706, a video section 708, and a controls section 710. Page 700 depicted in FIG. 7A is merely illustrative of a multimedia paper document page according to an embodiment of the present invention and does not limit the scope of the invention as recited in the claims. One of ordinary skill in the art would recognize other variations, modifications, and alternatives.

Page 700 depicted in FIG. 7A is imprinted with multimedia information corresponding to ten segments. According to an embodiment of the present invention, identifiers 712 identifying the segments are displayed in text sections 702 and 704, and in video section 708. The segment identifiers are printed proximally close to information corresponding to the respective segments. Page 700 also displays time span information 714 that indicates the start time and end time corresponding to information printed on page 700. For example, the information printed on page 700 represents multimedia information recorded during the first 5:29 minutes of the recording. The page number 715 for each page is also displayed. Accordingly, page 700 depicted in FIG. 7A is the first page of the multimedia paper document.

As shown in FIG. 7A, title section 702 displays title information for the multimedia paper document. As depicted in FIG. 7A, the title information includes information identifying the source 716 of the multimedia information recording. According to an embodiment of the present invention, source information 716 corresponds to the name (e.g., filename) of the multimedia document for which the multimedia paper document has been generated. The title information displayed in section 702 also includes the time 718 when the multimedia document was recorded, the total time length 720 of the recording, and the date 722 of the recording. For example, page 700 is the first page from a multimedia paper document generated for “CNN News site (Channel 203)” television program which was recorded on May 30, 2001 starting at 12:59 PM and has a total length of 56 minutes and 40 seconds.

Text sections 704 and 706 display text information included in the multimedia document for which the multimedia paper document has been generated. In the embodiment depicted in FIG. 7A, text sections 704 and 706 display CC text included in the multimedia information. In alternative embodiments of the present invention, text sections 704 and 706 may display a transcript of the audio information included in the multimedia information.

Identifiers 712 are printed in (or next to) the text sections. According to an embodiment of the present invention, each identifier 712 printed on a page of the multimedia paper document identifies a segment of the multimedia document that is printed on the page. The segment identifiers are printed proximally close to information corresponding to the respective segments.

According to alternative embodiments of the present invention, identifiers 712 represent time points in the multimedia document. In this embodiment, identifiers 712 are printed proximal to information printed on a page that occurs close to the time corresponding to the identifier. For example, an identifier 712 printed on a particular page may represent a time in the time span for the particular page. For example, if the time span for a particular page is 0:00 min-5:29 min (e.g., time span of page 700 depicted in FIG. 7A), a particular identifier 712 may represent a time of 3:00 min, i.e., 3 minutes into the multimedia recording. The particular identifier is printed proximal to information that occurs at a time of 3 minutes into the multimedia recording.

In the embodiment depicted in FIG. 7A, text sections 704 and 706 display the CC text in the English language. However, in alternative embodiments of the present invention that support multiple languages, the text may be printed in various languages or combinations thereof. The languages used to print the text may be different from the language of the multimedia information included in the multimedia information. For example, the CC text associated with a video broadcast recording may be in English, but the text corresponding to the CC text printed on the multimedia paper document may be in a different language. For example, in Japanese (see FIG. 7C), various different formats and styles may be used to print the text in the various languages. For example, according to an embodiment of the present invention, English text may be printed in text section 704 as depicted in FIG. 7C and the corresponding translated Japanese text may be printed in text section 706. In alternative embodiments, each line of English text printed in a text section may be followed by a Japanese translation of the text, and the like. Various other formats may also be used to print text in different languages. The translation of text from one language to another may be performed by MIPSS 104 or alternatively may be performed by some other service or application and then provided to MIPSS 104.

The present invention also takes advantage of the automatic story segmentation that is often provided in close-captioned (CC) text from broadcast news. Most news agencies who provide CC text as part of their broadcast use a special syntax in the CC text (e.g., a “>>>” delimiter to indicate changes in story line or subject, a “<<<” delimiter to indicate changes in speakers, etc.) to indicate the beginning of a new story. Given the presence of this kind of information in the CC text transcript, the present invention can further enhance the contents of the paper document with newspaper layout techniques such as bolding and line spacing that typically signify a new story. For example, as depicted in FIG. 7A, the first line of each new story is bolded. Further, additional spacing is provided between text portions related to different story lines to clearly demarcate the different stories. This further enhances the readability of the multimedia paper document.

For each speaker identified in the CC text, information related to the speaker may be printed on page 700 (not shown). The information may include a name of the speaker, an address associated with the speaker, the tile (e.g., CEO, CFO, etc.) of the speaker, and other like information related to or identifying the speaker. The information may also include information printed on a business card of the speaker. The information related to the speakers may be determined from multimedia information stored in the multimedia document or may alternatively be determined from other information resources available to MIPSS 104.

According to an embodiment of the present invention, video section 708 displays keyframes extracted from the video information corresponding to the CNN News Site (Channel 203) news recording. As depicted in FIG. 7A, four keyframes have been extracted from the video information for each segment and displayed in video section 706. Identifiers
712 are printed in the upper right hand corner of each set of four keyframes. As described above, according to an embodiment of the present invention, identifiers 712 identify the segments from which the keyframes have been extracted. In alternative embodiments of the present invention, identifiers 712 may represent specific time points within the multimedia recording. The number of keyframes that are extracted from each segment and the number of keyframes printed on each page of the multimedia paper document for each segment are user configurable. For example, according to one embodiment of the present invention, only one keyframe may be displayed for each segment, and the like. As previously stated, several different keyframe extraction techniques known to those of skill in the art may be used to extract keyframes from the video information included in the multimedia information. Additionally, several different techniques known to those of skill in the art may be used to display one or more of the extracted keyframes.

As shown in FIG. 7A, identifiers 712 are printed in the text sections and also in the video section. A user may thus use identifiers 712 to correlate a portion of text printed in text sections 704 or 706 with a set of keyframes displayed in video section 708, and vice versa. For example, while a user is skimming the text section, the user may read a particular portion of text proximal to a particular identifier and locate keyframes related to or co-occurring with the particular portion of text using the particular identifier. Alternatively, the user may see an identifier for a particular keyframe (or set of keyframes) and use the identifier to locate text that describes what is being talked about at about the time that the keyframe(s) appeared in the video information. Identifiers 712 thus provide a sort of visual reference as well as a context for reading the text and the keyframes. This enhances the readability of the multimedia paper document.

User-selectable identifiers 726 are printed on page 700. In the embodiment depicted in FIG. 7A, user-selectable identifiers 726 are printed as barcodes. A barcode 726 is printed for each segment printed on page 700. For example, barcode 726-1 corresponds to segment 1, barcode 726-2 corresponds to the segment 2, barcode 726-3 corresponds to the segment 3, and so on. In alternative embodiments of the present invention, various other techniques, besides barcodes, may be used to represent the user-selectable identifiers. As will be discussed below in further details, user-selectable identifiers 726 provide a mechanism for the reader of the multimedia paper document to access or retrieve multimedia information using the multimedia paper document.

In alternative embodiments of the present invention where identifiers 712 represent specific time points in the multimedia information recording, barcodes 726 may be correlated to identifiers 712 and may also correspond to specific time points in the multimedia information recording. According to an embodiment of the present invention, barcodes 726 may correspond to the same time points as identifiers 712. Further details related to user-selectable identifiers 726 are provided below. User-selectable identifiers 726 are printed in a manner that does not reduce or affect the overall readability of the multimedia paper document.

As depicted in FIG. 7A, controls section 710 displays a plurality of barcodes 724 corresponding to controls that may be used by a user to control playback of multimedia information corresponding to user-selected segments. Further details related to controls section 710 are provided below. Barcodes 724 are printed in a manner that does not reduce or affect the overall readability of the multimedia paper document.

FIG. 7B depicts a second page 750 that follows page 700 depicted in FIG. 7A in a multimedia paper document according to an embodiment of the present invention. Title section 702 is not displayed on page 750. Page 750 displays text and keyframes corresponding to 11 segments (as compared to page 700 wherein information corresponding to 10 segments is displayed) of the multimedia document. The information displayed on page 750 corresponds to multimedia information corresponding to 5:29 minutes through 11:30 minutes of the recording (as indicated by time span information 714).

FIG. 7C depicts a page 760 from a multimedia paper document generated according to an embodiment of the present invention for a multimedia document. Page 760 depicted in FIG. 7C corresponds to a page from a multimedia paper document generated for multimedia information recorded during a meeting. Information identifying the meeting is printed in title section 766. As depicted in FIG. 7C, page 760 comprises a first text section 762, a second text section 764, a video section 768, and a controls section 770.

Closed-caption text (or a text transcript of the audio information) included in the multimedia document is printed in text section 762. A translation of the text printed in text section 762 is printed in text section 764. In alternative embodiments of the present invention where pages 700 and 750 depicted in FIGS. 7A and 7B, respectively, wherein CC text was printed in both the text sections. For example, in FIG. 7A, the CC text printed text section 706 is a continuation of the text printed in text section 704. Various translation resources may be used to generate the Japanese translation printed in section 764 of FIG. 7C. It should be apparent that in alternative embodiments, the CC text may be translated to other languages and printed in a multimedia paper document.

Page 760 depicted in FIG. 7C is merely illustrative of a multimedia paper document page according to an embodiment of the present invention and does not limit the scope of the invention as recited in the claims. One of ordinary skill in the art would recognize other variations, modifications, and alternatives.

Given a multi-paged multimedia paper document comprising pages of the type depicted in FIG. 7A, 7B, or 7C, a reader can quickly skim the contents of the multimedia paper document to see if anything relevant might be present in the multimedia information for which the multimedia paper document was generated. The time required to skim and comprehend information printed in the multimedia paper document will be much smaller than the time the user would otherwise have to spend viewing the multimedia information (e.g., new broadcast recording). The present invention thus allows the user to save valuable time when “reading” multimedia information.

FIG. 8A depicts a page 800 from a multimedia paper document generated for a recorded meeting according to an embodiment of the present invention. Page 800 depicted in FIG. 8A is merely illustrative of a page from a multimedia paper document and does not limit the scope of the invention as recited in the claims. One of ordinary skill in the art would recognize other variations, modifications, and alternatives.

The recorded meeting for which page 800 is generated may store multimedia information that includes video information, audio information, slides information, and whiteboard information. Techniques for recording meetings has been described in U.S. Non-Provisional patent application Ser. No. 09/728,560, filed Nov. 30, 2000, and U.S. Non-Provisional patent application Ser. No. 09/728,453, filed Nov. 30, 2000. The slides information included in a recorded meeting may comprise information related to slides (e.g., a PowerPoint presentation slides) presented by the presenter during the meeting. The whiteboard information may comprise information related to text and drawings drawn on a whiteboard.
during the meeting. Accordingly, in addition to text (which may correspond to a transcript of the audio information) and video information, slides information and whiteboard information are also included in the printable representation of the recorded meeting. The text, video, slides, and whiteboard information may then be printed on a paper medium as depicted in FIG. 8. Accordingly, the text information is printed in sections 802 and 804, video information is printed in section 806, and slides 806 and whiteboard images 808 are printed inline with the text sections.

According to an embodiment of the present invention, during generation of the printable representation for the recorded meeting, MIPSS 104 synchronizes the slides information and whiteboard information with the audio and video information using timestamps associated with the various types of information. When the multimedia information corresponding to the recorded meeting is divided into segments, each segment may comprise text information, video information, slides information, and whiteboard information. When the multimedia paper document is generated, one or more slides are then printed in close proximity to the identifier of a segment that contains slides information related to the printed slides. The slides are thus printed close to when they were presented. Likewise, images of the whiteboard are printed in close proximity to the identifier of a segment that contains the whiteboard information. The whiteboard images are thus printed close to when they were presented. In the embodiment depicted in FIG. 8A, the slides and whiteboard images are printed inline with the text sections.

Various different layout and format guidelines may be used for printing the slides and whiteboard information. For example, in FIG. 8B, slides 808 and whiteboard images 810 are printed in the margins of the multimedia paper document next to text sections 802. FIG. 8C shows yet another layout pattern for printing the slides and whiteboard information. In FIG. 8C, the slides and whiteboard images are superimposed on video keyframes belonging to the segments to which the slides and whiteboard images belong.

As described above, audio information included in multimedia information stored by a multimedia document is displayed in the form of a text transcript of the audio information. According to an embodiment of the present invention, various features of the audio signal included in the multimedia information may also be represented in the printable representation of the multimedia document. According to an embodiment of the present invention, visual markers are used to represent the various features and when printed on a paper medium improve the overall readability and understandability of the multimedia paper document.

For example, FIG. 9A depicts a page 900 from a multimedia paper document displaying visual markers to denote various attributes of the audio information or of the CC text information included in the multimedia information for the multimedia document for which the multimedia paper document is generated according to an embodiment of the present invention. Page 900 depicted in FIG. 9A is merely illustrative of a multimedia paper document page according to an embodiment of the present invention and does not limit the scope of the invention as recited in the claims. One of ordinary skill in the art would recognize other variations, modifications, and alternatives.

As depicted in FIG. 9A, a gap or white space 908 is shown in text section 904 corresponding to one more segments that do not contain any CC text information but may comprise other types of information (e.g., video information) which is printed on the page (e.g., keyframes in video section 906). The gap may represent a section of the recording wherein there is no audio or CC text. Alternatively, the gap may represent a section of the recording where there is no CC text and the audio information during the section cannot be translated to text. For example, someone is speaking in a foreign language for which an English translation is not available. The length of gap 908 may be proportional to the length of the empty CC text or absence of audio information. If the multimedia information does not include both the audio information and the CC text for a specified time period, a visual marker such as “SILENCE” may be printed in gap 908.

The video information during a gap in the CC text or audio information may still contain important information and is thus displayed as keyframes in video section 906. For example, if someone is speaking in a foreign language for which an English translation is not available for display in the text section, the video during this period may display text (e.g., subtitles) corresponding to what is being spoken. Accordingly, keyframes displaying the text may be printed in video section 906 while a gap is printed in the text section. According to one embodiment of the present invention, the text images may be extracted from the video keyframes during the gap period and printed in gap 908. For example, as depicted in FIG. 9B, text images 920 have been extracted from video keyframes corresponding to the gap period, and the extracted text images 920 are printed in gap space 908. According to yet another embodiment of the present invention, optical character recognition (OCR) techniques may be applied to the video keyframes for the gap period and the results of the OCR may be printed in gap space 908. For example, as depicted in FIG. 9C, OCR techniques have been applied to the video keyframes during the gap period, and the resultant OCR text 930 (which may contain spelling errors) is printed in gap 908.

Other features of the audio information may also be represented via visual markers printed on the multimedia paper document. For example, features of audio information such as people singing, multiple people talking at the same time, people arguing, speaking in soothing tones, significant increases in audio volumes, periods of silence (described above) etc. can be identified and represented in the multimedia paper document using visual markers. For example, as depicted in FIG. 9A, visual markers (“Singing”) 910 are printed where the audio information contains people singing. The visual markers thus make it easy for the reader of the multimedia paper document to quickly locate such parts of the audio in the multimedia document.

Several different techniques known to those skilled in the art may be used to identify special features of the audio information in the multimedia information. The following references discuss a few techniques that may be used to identify features of audio signals. The entire contents of the following references are herein incorporated by reference for all purposes:

(2) K. Sonneze, L. Heck, M. Weintraub, “Multiple Speaker Tracking and Detection: Handset Normalization and Duration Scoring,” Digital Signal Processing, 10(1/2/3), 133-143, 2000; and
As described above, video information included in multimedia information stored by a multimedia document is displayed in the form of one or more keyframes extracted from the video information and printed on the multimedia paper document. According to an embodiment of the present invention, various other features of the video information included in the multimedia information may also be represented in the printable representation of the multimedia document. According to an embodiment of the present invention, visual markers may be used to represent the various features of the video information and when printed on a paper medium improve the overall readability and understandability of the multimedia paper document.

For example, features that can be recognized from video information may include faces, facial expressions of speakers depicted in the video (e.g., a facial expression indicating anger), recognition of speakers, hand gestures, logos or signs displayed in the video, presence of certain buildings or geographical locations, meetings, animals, crowds, and the like. According to an embodiment of the present invention, these features are recognized from the video information and represented in the multimedia paper documents using visual markers. For example, expressions (e.g., “Anger,” “Laughter,” etc.), geographical locations, special building names, etc. can be shown with a text-based annotation next to the corresponding video keyframe. Speaker face recognition results may be shown with the name of the speaker printed next to a keyframe depicting the speaker. Logos and signs recognized from the video can be displayed or the names of companies corresponding to the logos may be displayed.

Several different styles and formats may be used to display the visual markers for the video features. According to an embodiment of the present invention, the layout and format information may specify the styles or formats to be used. For example, the visual markers for the video information may be displayed close to keyframes corresponding to the visual markers, or in the margins of the multimedia paper document. In alternative embodiments, the visual markers may be displayed interspersed with the text section information. Different types of fonts may be used to display the visual markers. The visual markers thus make it easy for the reader of the multimedia paper document to quickly locate such parts of the video in the multimedia document.

The text displayed in the text sections of a multimedia paper document (e.g., text sections 704 and 706 depicted in FIG. 7A) may also be modified based upon recognition of certain video features. For example, text printed in the text section and spoken by a particular speaker may be highlighted, and the like.

Several different techniques known to those skilled in the art may be used to identify special features of the video information in the multimedia information. The following references discuss a few techniques that may be used to identify features of the video data. The entire contents of the following references are herein incorporated by reference for all purposes:

(9) Face recognition techniques described at web site “www.visionics.com”; and

Various other features of the multimedia information may also be detected and represented in the printable representation of the multimedia document (or on the multimedia paper document when printed), using special visual markers. For example, the presence of a commercial in the multimedia information may be detected and information corresponding to the commercial printed on the paper medium (e.g., keyframes corresponding to the commercial, portions of text sections corresponding to the commercial, etc.) may be visually demarcated (e.g., by using a special font, drawing boxes around the printed information, etc.). As another example, sections of the multimedia information including multiple individuals talking within a user-configurable length of time may be identified and specially marked in the multimedia paper document. For example, a user may like to see parts of the multimedia information where more than 3 different people speak within a 1-minute period. This information may be highlighted in the multimedia paper document.

Several different techniques known to those skilled in the art may be used to identify special features of the video information in the multimedia information. The following reference discusses a few techniques that may be used to identify features of the video data. The entire contents of the following reference are herein incorporated by reference for all purposes:


Annotating Multimedia Information

According to the teachings of the present invention, the printable representation for a multimedia document may be annotated to identify locations of information in the multimedia document that may be of interest to the user. The multimedia paper document generated by printing the annotated
printable representation on a paper medium displays the annotations. The annotations provide visual indications of information relevant or of interest to the user. For example, information printed in the multimedia paper document that is relevant to topics of interest specified by a user may be annotated or highlighted. In this manner, the multimedia paper document provides a convenient tool that allows a user to readily locate portions of the multimedia paper document that are relevant to the user. Since the multimedia paper document comprises a printable representation of multimedia information, the multimedia paper document generated according to the teachings of the present invention allows the user to identify portions of multimedia information that are of interest to the user.

According to an embodiment of the present invention, information specifying topics of interest to the user may be stored in a user profile. One or more words or phrases may be associated with each topic of interest. Presence of words and phrases associated with a particular user-specified topic of interest indicates presence of information relating to the particular topic. For example, a user may specify two topics of interest—"George Bush" and "Energy Crisis". Words or phrases associated with the topic "George Bush" may include "President Bush," "Mr. Bush," and other like words and phrases. Words or phrases associated with the topic "Energy Crisis" may include "industrial pollution," "natural pollution," "clean up the sources," "amount of pollution," "air pollution," "electricity," "power-generating plant," and the like. Probability values may be associated with each of the words or phrases indicating the likelihood of the topic of interest given the presence of the word or phrase. Various tools may be provided to allow the user to configure topics of interest, to specify keywords and phrases associated with the topics, and to specify probability values associated with the keywords or phrases.

According to an embodiment of the present invention, after generating a printable representation of multimedia information stored in a multimedia document (in step 408 of FIG. 4), MIPSS 104 accesses the user profile information and determines topics of interest specified in the user profile and keywords and phrases associated with the topics of interest. MIPSS 104 then searches the printable representation of the multimedia information to identify locations within the printable representation of words or phrases associated with the topics of interest. As described above, presence of words and phrases associated with a particular user-specified topic of interest indicates presence of the particular topic relevant to the user. According to one embodiment of the present invention, MIPSS 104 searches the text sections included in the printable representation of a multimedia document to locate words or phrases associated with the user topics. If MIPSS 104 finds a word or phrase in the printable representation that is associated with a topic of interest, the word or phrase is annotated in the printable representation. Several different techniques may be used to annotate the word or phrase. For example, the word or phrase may be highlighted, bolded, underlined, demarcated using sidebars or balloons, font may be changed, etc. The annotations are then printed on the multimedia paper document generated by printing the annotated printable representation of the multimedia information.

According to an embodiment of the present invention, text output by the OCR techniques may then be compared with words or phrases specified in a user’s profile. If there is a match, the keyframe corresponding to the matched word or phrase (i.e., the keyframe from which the matching word or phrase was extracted) may be annotated in the printable representation. Several different techniques may be used to annotate the keyframe. For example, a special box may surround the keyframe, the matching text in the keyframe may be highlighted or underlined or displayed in reverse video, and the like. The keyframe annotations are then printed on the multimedia paper document generated by printing the annotated printable representation of the multimedia information.

According to another embodiment of the present invention, MIPSS 104 may identify information stored by the multimedia document that is relevant to user-specified topics of interest even before the printable representation for the multimedia document has been generated. In this embodiment, MIPSS 104 analyzes the multimedia information stored in the multimedia document to identify information relevant to user-specified topics of interest. For example, MIPSS 104 may analyze the video information contained in the multimedia document to identify video frames that contain information relevant to user-specified topics of interest. Various different techniques, e.g., OCR techniques, known to those skilled in the art may be used to analyze the video information. MIPSS 104 may analyze the audio or closed-caption text information included in the multimedia document to identify sections of the information that include information relevant to user-specified topics of interest. For example, MIPSS 104 may generate a text transcript of the audio information and then analyze the text transcript to identify presence of words or phrases related to the user-specified topics of interest. Likewise, the CC text may also be analyzed. Other types of information (e.g., slides information, whiteboard information, etc.) included in the multimedia information stored by the multimedia document may also be analyzed. As previously stated, various analysis techniques known to those skilled in the art may be used to analyze the multimedia information stored by the multimedia document. MIPSS 104 may then generate a printable representation for the multimedia document and annotate information in the printable representation that was deemed relevant to one or more user-specified topics of interest. The multimedia paper document generated by printing the annotated printable representation displays the annotations.

FIG. 10 depicts a page 1000 whose contents have been annotated according to an embodiment of the present invention. Page 1000 depicted in FIG. 10 is merely illustrative of a multimedia paper document page and does not limit the scope of the invention as recited in the claims. One of ordinary skill in the art would recognize other variations, modifications, and alternatives. As depicted in FIG. 10, words and phrases related to topics of interest are highlighted in text sections 1002 and 1004. For the embodiment depicted in FIG. 10 it is assumed that two topics of interest, namely "George Bush" and "Energy Crisis", have been specified. Keywords and phrases related to these topics of interest are highlighted. Different colors and styles (e.g., bolding, underlining, different font size, etc.) may be used to highlight words and phrases related to different topics. For example, as depicted in FIG. 10, a first color is used to highlight words and phrases related to the "George Bush" topic of interest and a second color is used to highlight words and phrases related to the "Energy Crisis" topic of interest.

According to an embodiment of the present invention, in addition to highlighting information relevant to topics of interest, the present invention may also determine and display
a relevancy score for each topic of interest. The relevancy score calculated for a particular topic of interest indicates the relevancy of the information printed in the multimedia paper document to that particular user topic. The relevancy score for a topic of interest thus indicates the degree of relevancy of the multimedia information represented by the multimedia paper document to the topic of interest. According to an embodiment of the present invention, the relevancy score for a particular topic may be calculated based upon the frequency of occurrences of the words and phrases associated with the particular topic in the multimedia paper document.

The relevancy scores for the topics may be included in the printable representation of the multimedia document and printed on the multimedia paper document. A reader or user could then use the relevancy score printed on the multimedia paper document as a guide to determine relevancy of the multimedia information to the user topics. For example, if multiple multimedia paper documents have been generated for a plurality of news broadcasts, based upon the relevancy scores printed on the multimedia paper documents for the various broadcasts, a user can easily determine the news broadcast that is most relevant to the user for any given user topic.

According to an embodiment of the present invention, information stored in a user's profile and words or phrases related to user-specified topics of interest detected in the text section (CC text or transcript of audio information) may also be used to select keyframes from the video information that are relevant to the user-specified topics of interest. Since only a limited number of keyframes can be printed on the multimedia paper document due to limited amount of space available on a multimedia paper document page, selection of keyframes relevant to the user improves the readability of the document for the user.

As described above, a user profile may be configured by a user and may store information identifying one or more topics of interest to the user. One or more words or phrases may be associated with each topic of interest such that presence of the words and phrases associated with a particular topic of interest indicates presence of information related to the particular topic. According to an embodiment of the present invention, probability values may be associated with each of the words or phrases indicating the likelihood of the topic of interest given the presence of the word or phrase. In order to facilitate selection of relevant keyframes, the user profile also stores information about features of the video information (or of the keyframes) that the user would like the present invention to search for in the video information when a word or phrase related to a topic is found in the text section.

As previously described, several different features can be recognized from the video information. These features may include recognition of a human face, buildings, geographical locations, presence of a crowd, hand gestures, logos or signs, meetings, animals, text, and the like. Various algorithms known to those skilled in the art may be used to detect the features from the video information. For each of the features stated above, techniques that recognize video features may also be used to identify specific instances of a feature. For example, if a face is identified in a video frame, face recognition techniques may be applied to determine the identity of the face (i.e., a specific instance of a face). Likewise, if a logo was identified in a video frame, techniques may be applied to determine the name of the company corresponding to the logo. Similarly, if a building was identified in a video frame, techniques may be applied to determine if the building was a specific building such as the Empire State Building. Likewise, if an animal was identified in a video frame, techniques may be applied to determine the type (e.g., horse, cat, dog, etc.) of animal.

As part of a user's profile, the user may specify one or more video features (and specific instances of the features where appropriate) to be associated with one or more topics of interest. According to an embodiment of the present invention, the video features may be associated with keywords or phrases associated with user topics of interest. For each video feature, the user may also specify weight values for each topic indicating the relative importance of the video feature for that topic of interest.

FIG. 11 depicts a user profile that may be configured by a user according to an embodiment of the present invention to facilitate selection of keyframes relevant to user-specified topics of interest. As depicted in FIG. 11, three topics of interest have been specified, namely, "Terrorism", "Company XYZ", and "Football". Keywords and phrases have been associated with each of the topics. In order to facilitate selection of keyframes relevant to the user topics of interest from the video information, the user has also specified video features to be searched for when keywords and phrases associated with the topics are located in the text (e.g., in the CC text or in the text transcript of audio information) of the multimedia information. Weights have been associated with the video features indicating the relative importance of the video features for each topic of interest. For example, for the topic "Terrorism", the face of Osama Bin Laden (weighted 0.7) is slightly more important than presence of text "Afghanistan" (weighted 0.6).

Profile 1100 specifies the criteria for selecting keyframes relevant to the topics of interest given the presence of a keyword or phrase related to the topics of interest. For example, profile information 1100 specifies that the words "Osama" and "Afghanistan" are associated with the topic "Terrorism". If the word "Osama" is located in the text information of the multimedia information, then the video information (or video frames which have been extracted from the video information) temporally proximal to the occurrence of the word "Osama" in the text information are to be checked to determine if they include a face of Osama Bin Laden. Keyframes that contain Osama Bin Laden's face are deemed to be relevant (degree of relevance indicated by the weight value) to topic "Terrorism."

Likewise, if the word "Afghanistan" is located in the text information of the multimedia information, then the video frames temporally proximal to the occurrence of the word "Afghanistan" in the text information are to be checked to determine if they contain text "Afghanistan". As previously described, OCR techniques may be used to extract text from video keyframes. Keyframes that contain text "Afghanistan" are deemed to be relevant (degree of relevance indicated by the weight value) to topic "Terrorism."

Further, for all (indicated by "*")) keywords and phrases (including "Osama" and "Afghanistan") associated with the topic "Terrorism," video frames temporally proximal to the occurrence of the words or phrases in the text information are to be checked to determine if they contain a building or (indicated by the Boolean connector OR) a crowd. Such keyframes are deemed to be relevant (degree of relevance indicated by the weight value) to topic "Terrorism." Accordingly, if the word "Osama" is located in the text information of the multimedia information, then the video frames temporally proximal to the occurrence of the word "Osama" in the text information would be first checked to determine if they include a face of Osama Bin Laden, and then checked to determine if they contain a building or a crowd.
Likewise, profile information 1100 specifies that the word “Suzuki” is associated with the topic “Company XYZ” (“Suzuki” may be the name of the CEO of Company XYZ). If the word “Suzuki” is located in the text information of the multimedia information, then the video frames temporally proximal to the occurrence of the word “Suzuki” in the text information are to be checked to determine if they include a face of John Suzuki. Keyframes that contain John Suzuki’s face are deemed to be relevant (degree of relevance indicated by the weight value) to topic “Company XYZ.”

Further, for all (indicated by “*”) keywords and phrases (including “Suzuki”) associated with the topic “Company XYZ,” video frames temporally proximal to the occurrence of the words or phrases are to be checked to determine if they contain a building and (indicated by the Boolean connector AND) further if they contain either a XYZ logo or (indicated by the Boolean connector OR) text “XYZ.” Such keyframes are deemed to be relevant (degree of relevance indicated by the weight value) to topic “Company XYZ.”

Likewise, profile information 1100 specifies that the phrase “Buffalo Bills” is associated with the topic “Football”. If the phrase “Buffalo Bills” is located in the text information of the multimedia information, then the video frames temporally proximal to the occurrence of the phrase are to be checked to determine if they include a face of Jim Kelly or the face of Mario Levey. Keyframes that contain either Jim Kelly’s or Mario Levey’s face are deemed to be relevant (degree of relevance indicated by the weight value) to topic “Football”.

FIG. 12 depicts modules that facilitate selection of keyframes relevant to topics of interest according to an embodiment of the present invention. The modules depicted in FIG. 12 may be software modules, hardware modules, or combinations thereof. The modules depicted in FIG. 12 are merely illustrative of an embodiment of the present invention and are not meant to limit the scope of the present invention as recited in the claims. One of ordinary skill in the art would recognize other variations, modifications, and alternatives.

As depicted in FIG. 12, a video feature recognition module 1202 receives as input video frames corresponding to (or extracted from) the video information contained by a multimedia document. For each video frame, video feature recognition module 1202 determines if the video frame contains any video features such as a face, a building, a logo, text, etc. If a particular video feature is located, video feature recognition module 1202 assigns a probability value to the feature indicating the probability that the video frame contains the identified video feature. Video feature recognition module 1202 also determines a specific instance of the video feature and assigns a probability value to it. For example, for a particular video frame, video feature recognition module 1202 may determine that there is an 85% probability that the video frame contains a face and that there is a 90% probability that the face belongs to John Suzuki. For the same video frame, video feature recognition module 1202 may determine that there is only a 3% probability that the video frame contains a building, and only a 1% probability that the video frame contains a logo. The output of video feature recognition module 1202 is a ranked list of features and specific instances for each video frame. If no video feature is detected, a generic keyframe selection procedure may be applied. The procedure may calculate the probability that a frame is a potential keyframe. The video frames and their associated ranked list information are then forwarded to frame selector module 1204 for further processing.

Frame selector module 1204 then determines the topic of interest with which the annotated word is associated. Each video frame in the set of video frames within the ±N seconds time window is searched to determine if it contains one or more video features specified in the user profile for the topic or word. A relevancy score is calculated for each video frame in the set of video frames. According to an embodiment of the present invention, in order to calculate a relevancy score for a video frame, frame selector module 1204 multiplies the weight assigned to the video feature in the user profile by the probability value assigned to the video frame by video feature recognition module 1202 indicating that the frame contains the particular video feature. The other probability values assigned to the video frame by video feature recognition module 1202 may be multiplied by a constant (K) that is less than the weights in the profile information. This ensures that the simultaneous detection of a keyword and a relevant video feature will provide a higher rank for that video frame than if the keyword was not detected. After each video frame in the set of video frames has been assigned a relevancy value, the video frames are ranked based upon their relevancy values. Accordingly, for each annotated word or phrase in the text information, frame selector module generates a ranked list of video frames. The ranked list of keyframes for each annotated word or phrase is then forwarded to printable representation generator module 1208 for further processing.

Printable representation generator module 1208 receives annotated text information from profile matcher module 1206 and ranked lists of keyframes for the annotations from frame selector module 1204. Printable representation generator module also receives as input other types of information included in the multimedia information stored by the multimedia document and layout and format information. Based
upon the various inputs, printable representation generator module 1208 generates a printable representation for the multimedia document.

According to an embodiment of the present invention, as part of processing performed to generate the printable representation for the multimedia document, printable representation generator module 1208 determines which keyframes to be included in the printable representation for the multimedia document for each segment of the multimedia document based upon the layout and format information and the ranked listing received from frame selector module 1204. For example, let’s assume that the layout information specifies that four keyframes are to be printed for each segment. In this scenario, if the text corresponding to a particular segment contains only one annotated word, then the top four most relevant keyframes from the ranked list of keyframes associated with the annotated word and received from frame selector module 1204 are selected to be included in the printable representation for the segment. If a particular segment contains four different annotated words, then printable representation generator module 1208 may select only the most relevant keyframe from the ranked lists of keyframes associated with each of the four annotated words for inclusion in the printable representation (making a total of 4 keyframes). Accordingly, printable representation generator module 1208 determines the keyframes to be included in the printable representation for each segment of the multimedia document using the ranked list of keyframes received from frame selector module 1208.

Using a Multimedia Paper Document to Retrieve Multimedia Information

The present invention provides techniques that allow a user to access or retrieve multimedia information in digital form using the multimedia paper document generated for a multimedia document. The multimedia paper document may thus be used as an indexing and retrieval tool for retrieving multimedia information that may be stored in the multimedia document. For example, a user may use a multimedia paper document generated for a video recording to access or retrieve portions of the video recording.

FIG. 13A is a simplified high-level flowchart 1300 depicting a method of retrieving multimedia information using a multimedia paper document according to an embodiment of the present invention. Flowchart 1300 depicted in FIG. 13 is merely illustrative of an embodiment incorporating the present invention and does not limit the scope of the invention as recited in the claims. One of ordinary skill in the art would recognize other variations, modifications, and alternatives.

As depicted in FIG. 13, a user may initiate the method by selecting one or more segments from a multimedia paper document corresponding to multimedia information that the user wishes to access or retrieve (step 1302). The segments may be selected by selecting user-selectable identifiers (e.g., user-selectable identifiers 726 depicted in FIG. 7A) associated with the segments using a selection device. The user-selectable identifiers corresponding to the segments may be selected from one or more pages of a multimedia paper document. Further, the user-selectable identifiers may be selected from one or more multimedia paper documents. Several different techniques may be provided by a multimedia paper document to enable the user to select one or more segments.

According to an embodiment of the present invention, barcode technology is used to facilitate selection of segments. In this embodiment, the user-selectable identifiers are printed in the multimedia paper document in the form of barcodes. Each barcode corresponds to a particular segment of the multimedia document. For example, as depicted in FIG. 7A, according to an embodiment of the present invention, a barcode 726 is printed for each segment printed on a page of the multimedia paper document. For example, barcode 726-1 printed on page 700 corresponds to segment 1, barcode 726-2 corresponds to the segment 2, barcode 726-3 corresponds to the segment 3, and so on. A user may select a particular segment by scanning the barcode corresponding to that segment. A selection device such as a barcode scanner or any other device that is capable of scanning barcodes may be used to scan the barcodes. The user may scan one or more barcodes from one or more pages of one or more multimedia paper documents.

It should be apparent that various other techniques, besides barcodes, may be used to facilitate selection of segments corresponding to multimedia information that the user wishes to access or retrieve. According to an embodiment of the present invention, the user-selectable identifiers may be implemented as techniques for selecting segments. In this embodiment, a user may select one or more segments by keying in or entering the text string identifier corresponding to the particular segment into a selection device such as a telephone, a digital video recorder (DVR), etc.

Various other techniques (e.g., Xerox glyphs embedded in keyframes, etc.) known to those skilled in the art may also be used to facilitate selection of segments. Generally, in order to maintain the readability of the multimedia paper document, techniques that are less obtrusive, and those that do not take too much space on the page, and which are somewhat aesthetically pleasing may be used.

After the user has selected one or more segments, the user may select preferences for playing back the multimedia information corresponding to the segments selected in step 1302 (step 1304). According to an embodiment of the present invention, the user may specify preferences by selecting one or more controls from controls section 710. As with selection of segments, various different techniques may be used to facilitate selection of controls. For example, according to an embodiment of the present invention, a particular control may be selected by scanning a barcode corresponding to the control. For example, the user may specify that the multimedia information is to be played back in “Enhanced Mode” by selecting barcode 724-4 depicted in FIG. 7A. The user may specify that the playback is to show CC text by selecting barcode 724-5 corresponding to control “Show Closed-caption”. The user may also select that time is to be displayed during the playback by selecting barcode 724-6 corresponding to control “Show Time”. The user in step 1304 may also select various other preferences.

According to an embodiment of the present invention, as part of step 1304, the user may also specify an output device to be used for playing back the multimedia information corresponding to the segments selected in step 1302. According to an embodiment of the present invention, one or more devices that may be located at different geographical locations may be selected for playback. For example, the selected output device may be the user’s PDA, a computer in the user’s office, a television at the user’s home, a specific kiosk, and the like.
In alternative embodiments of the present invention, the user preferences and the output device may be pre-configured. For example, this information may be stored in a user profile. Alternatively, the preferences and the output device may default to some preset values. In such a scenario, step 1304 may not be performed.

The user may then request playback of the multimedia information corresponding to the segments selected in step 1302 (step 1306). According to an embodiment of the present invention, the user may request playback by selecting a barcode such as barcode 724-1 corresponding to the “Play” control. According to an embodiment of the present invention, upon selecting the “Play” control, a signal is transmitted from the selection device (e.g., a barcode scanner) used by the user to select the segments and the preferences to a server that is capable of retrieving multimedia information corresponding to the user-selected segments. The server may be MIPSS 104 or any other server. The signal communicated to the server from the selection device may identify the segments selected by the user in step 1302, the multimedia paper documents from which the segments are to be selected, information related to preferences and/or one or more output devices selected by the user in step 1304, and other like information to facilitate retrieval of the requested multimedia information.

Various techniques and communication links may be used to communicate the signal from the selection device used by the user to the server. For example, if the selection device is a barcode scanner, a communication link may be established between the barcode scanner and the server and the signal information may be transmitted to the server via the communication link. Different types of communication links may be used including hardwire links, optical links, satellite or other wireless communications links, wave propagation links, or any other mechanisms for communication of information. Various communication protocols may be used to facilitate communication of the signal via the communication links. These communication protocols may include TCP/IP, HTTP protocols, extensible markup language (XML), wireless application protocol (WAP), protocols under development by industry standard organizations, vendor-specific protocols, customized protocols, and others.

In other embodiments, a telephone may be used as a selection device. For example, a user may use a telephone to establish a communication link with the server. The user may then communicate the signal information to the server using the telephone. For example, the user may key in user-selectable identifiers (e.g., text string identifiers) corresponding to the selected segments and controls using the telephone. Various other techniques may also be used to communicate the information to the server.

The server receiving the signal from the selection device may then retrieve multimedia information corresponding to the user-selected segments (step 1308). According to an embodiment of the present invention, the server determines the user-selectable identifiers selected by the user. The server then determines segments of the multimedia document corresponding to the user-selectable identifiers selected by the user. The server then retrieves multimedia information corresponding to the selected segments.

The multimedia information may be retrieved from a single multimedia document or from multiple multimedia documents. For example, if the user selected user-selectable identifiers from multiple multimedia documents, then the server retrieves multimedia information corresponding to selected segments from multiple multimedia documents.

The multimedia information retrieved by the server is then communicated to the one or more output devices selected for playback (step 1310). The multimedia information is then played on the one or more output devices selected for playback (step 1312). The user may control playback of the multimedia information by selecting one or more controls from control area 710 depicted in FIG. 7A. For example, the user may stop playback of the multimedia information by selecting barcode 724-1 corresponding to the “Stop” control. A user may fast-forward 10 seconds of the multimedia information by selecting barcode 724-2. A user may rewind 10 seconds of the multimedia information by selecting barcode 724-3. Various other controls not shown in FIG. 7A may also be provided in alternative embodiments of the present invention to control playback of the multimedia information.

According to an alternative embodiment of the present invention, a user may use the multimedia paper document to start playing multimedia information from a user-selected time point in the multimedia document. In this embodiment, the user-selectable identifiers (e.g., barcodes 726 depicted in FIG. 7A) printed in a multimedia paper document represent particular time points in the multimedia document. According to an embodiment of the present invention, the barcodes may correspond to the same time points as the identifiers (e.g., identifiers 712 depicted in FIG. 7A) printed on a page of the multimedia paper document.

FIG. 13B is a simplified high-level flowchart 1350 depicting a method of retrieving multimedia information from a particular time point using a multimedia paper document according to an embodiment of the present invention. Flowchart 1350 depicted in FIG. 13B is merely illustrative of an embodiment incorporating the present invention and does not limit the scope of the invention as recited in the claims. One of ordinary skill in the art would recognize other variations, modifications, and alternatives.

As depicted in FIG. 13, a user may initiate the method by selecting a user-selectable identifier printed on a multimedia paper document corresponding to a time point in the multimedia document (step 1352). As described above, several different techniques (e.g., barcodes, watermarks, glyphs, text strings, etc.) may be provided by the multimedia paper document to enable the user to the user-selectable identifier.

After selecting a user-selectable identifier, the user may select preferences for playing back the multimedia information (step 1354). As described above with respect to FIG. 13A, the user may select a mode for playing back the multimedia information, select one or more output devices for playing back the multimedia information, and the like. Step 1354 may not be performed if the user preferences are pre-configured.

The user may then request playback of the multimedia information (step 1356). According to an embodiment of the present invention, upon selecting the “Play” control, a signal is transmitted from the selection device (e.g., a barcode scanner) used by the user to a server that is capable of retrieving multimedia information from the multimedia document. The server may be MIPSS 104 or any other server. The signal communicated to the server from the selection device may identify the user-selectable identifier selected by the user in step 1352, the multimedia paper document from which the user-selectable identifier was selected, information related to preferences and/or one or more output devices selected by the user in step 1354, and other like information to facilitate retrieval of the requested multimedia information.

The server receiving the signal from the selection device then retrieves multimedia information from the time point corresponding to the user-selectable identifier selected by the user in step 1352 (step 1358). According to an embodiment of
the present invention, the server determines a time point in the multimedia document corresponding to the user-selectable identifier selected by the user and retrieves multimedia information from the time point onwards, view.

The multimedia information retrieved by the server in step 1358 is then communicated to the one or more output devices selected for playback (step 1360). The multimedia information is then played back on the one or more output devices selected for playback (step 1362). The user may control playback of the multimedia information by selecting one more controls from control area 710 depicted in FIG. 7A. For example, the user may stop playback of the multimedia information by selecting barcode 724-1 corresponding to the “Stop” control. A user may fast-forward 10 seconds of the multimedia information by selecting barcode 724-2. A user may rewind 10 seconds of the multimedia information by selecting barcode 724-3. Various other controls not shown in FIG. 7A may also be provided in alternative embodiments of the present invention to control playback of the multimedia information.

Accordingly, as described above, the multimedia paper document provides a simple and easy-to-use mechanism for retrieving multimedia information. The convenience afforded by the multimedia paper document in retrieving multimedia information might be illustrated by the following example. Let’s assume that a user has requested that the television program “Bloomberg” be recorded between the hours of 9-11 AM during which important financial news is broadcast. Various different devices may be used to record the news broadcast including a video recorder, a digital video recorder (DVR) (e.g., a TIVO box), and the like. The user may then generate a multimedia paper document for the recorded news broadcast.

Let’s further assume that the user has 15 minutes before a power lunch with a client to digest the two-hour Bloomberg TV program to find out if any relevant information was mentioned regarding the client’s company or their main competitor. With the paper-based version of the broadcast (i.e., the multimedia paper document), the user can quickly skim the multimedia paper document for relevant information. When the user finds one or more segments in the multimedia paper document of interest, the user can use a barcode scanner to scan the barcodes corresponding to segments in the multimedia paper document. The user may also scan a control barcode instructing the recorder to launch the video corresponding to the selected segments on a television in the user’s office. This sends a message to the recorder to launch the video corresponding to the selected segments on the television in the user’s office. If the user has selected multiple segments, multimedia information corresponding to the selected segments will be played on the user’s television, skipping the segments or sections that are not selected by the user. In this manner, the user can quickly navigate two-hours of a television broadcast in 15 minutes watching only those portions of the broadcast that are of interest to the user, and be ready for the client meeting in time.

In the above scenario the user could have selected segments from multiple multimedia paper documents generated for a plurality of news broadcasts from news agencies such as CNBC, CNN/fn, MSNBC, and the like. The user could then skim the multimedia paper documents to locate news related to the client or the client’s competitors from the various broadcasts. This is equivalent to watching several hours of video in a short time-something that is very difficult to achieve if the user only has access to a video player. The user may then select segments of interest from the multiple multimedia papers and watch video corresponding to the selected segments.

In the above scenario, the present invention automatically records a desired broadcast program based a user’s profile and produces a multimedia paper document that acts both as a familiar skimming tool and a retrieval device for viewing desired portions of the video. In the above-described scenario, the interface is not on the user’s personal computer—instead, the interface is in the user’s hands in the form of paper. In some cases, this is a more desired environment since most individuals are familiar with and more comfortable with reading and using paper. The paper-based interface thus provides a unique mechanism for indexing or referring back to the digitized multimedia information stored by the multimedia document. The indexing technique provided by the present invention may then be used by a user to retrieve the multimedia information in digital format. The multimedia paper document provides a portable means for random access to the multimedia information, a task that traditionally required tedious searching of the multimedia information.

Generating a Single Printable Representation for a Plurality of Multimedia Documents

The present invention provides techniques for generating a single printable representation that includes multimedia information extracted from a plurality of different multimedia documents or multimedia sources. According to an embodiment of the present invention, the single printable representation includes multimedia information selected from the plurality of multimedia documents based upon selection criteria. A user may specify the selection criteria. The selection criteria may be based upon any attributes of the multimedia documents or their contents, or upon user-specified topics of interest, and the like. For example, the selection criteria may specify a particular subject (e.g., information related to the Taliban in Afghanistan, or abortion related information, etc.), a specified story line, and the like.

For example, a user may specify that a single printable representation (or a single multimedia paper document) be generated consolidating stories and articles related to “Middle East Terrorism” from a plurality of news broadcast recordings. In response, the present invention generates a single printable representation that includes multimedia information from the plurality of news broadcast recordings related to “Middle East Terrorism.” The single consolidated printable representation may then be printed to generate a single consolidated multimedia paper document that contains information related to “Middle East Terrorism” from multiple multimedia documents.

According to another example, topics of interest to the user (which may be stored in a user profile) may be specified as the selection criteria. Based upon such selection criteria, MIPSS 104 may generate a single printable representation that includes multimedia information from the plurality of news broadcast recordings related to the user-specified topics of interest. The single consolidated printable representation may then be printed to generate a single consolidated multimedia paper document that contains information related to “Middle East Terrorism” extracted from multiple multimedia documents. In this manner, multimedia information from various multimedia sources or documents related to user-specified topics of interest may be consolidated into a single printable representation that may then be printed to generate a multimedia paper document. The multimedia paper document generated in this manner is a valuable tool that enables the user to read and comprehend related information from multiple sources in a timely and efficient manner.
FIG. 14 is a simplified high-level flowchart 1400 depicting a method of generating a single printable representation according to an embodiment of the present invention that includes multimedia information selected from a plurality of multimedia documents by analyzing the printable representations of the plurality of multimedia documents. The method depicted in FIG. 14 may be used to generate a single multimedia paper document including multimedia information selected from a plurality of multimedia documents. The processing depicted in FIG. 14 may be performed by software modules executing on MIPSS 104, by hardware modules coupled to MIPSS 104, or a combination thereof. In alternative embodiments of the present invention, the processing may be distributed among the various systems depicted in FIG. 1. The processing depicted in FIG. 14 is merely illustrative of an embodiment incorporating the present invention and does not limit the scope of the invention as recited in the claims. One of ordinary skill in the art would recognize other variations, modifications, and alternatives.

The method is initiated by determining the selection criteria (or criterion) to be used for selecting the multimedia information to be included in the single printable representation and by determining the plurality of multimedia documents (or multimedia sources) from which the multimedia information is to be selected or extracted (step 1402). MIPSS 104 then generates a printable representation for each multimedia document determined in step 1402 if a printable representation does not already exist for the multimedia document (step 1404). The printable representations for the multimedia documents may be generated according to the methods depicted in FIGS. 4 and 6.

For each multimedia document identified in step 1402, MIPSS 104 searches the pages from the printable representation of the multimedia document to identify a set of pages that comprise information that satisfies the selection criteria determined in step 1402 (step 1406). MIPSS 104 then generates a single consolidated printable representation that includes the pages determined in step 1406 (step 1408). The single printable representation generated in step 1408 may then be printed on a paper medium to generate a consolidated multimedia paper document (step 1410). The single consolidated printable representation includes segments determined in step 1408. The single consolidated printable representation is comprised of information selected from the plurality of multimedia documents based upon the selection criteria. For each page of the multimedia paper document generated in step 1410, information printed information that satisfies the selection criteria may be annotated.

As described above, the printable representations of the multimedia documents are analyzed to identify portions of multimedia information from the various multimedia documents to be included in the consolidated printable representation. According to alternative embodiments of the present invention, the multimedia information stored by the multimedia documents may be analyzed to identify portions of the multimedia information that satisfy the selection criteria. A consolidated printable representation may then be generated to include portions of multimedia information from the various multimedia documents that satisfy the selection criteria. The consolidated printable representation may then be printed on a paper medium to generate a consolidated or "customized" multimedia paper document.

FIG. 15 is a simplified high-level flowchart 1500 depicting another method of generating a single printable representation that includes information extracted from a plurality of multimedia documents by analyzing the multimedia information stored by the plurality of multimedia documents according to an embodiment of the present invention. The method depicted in FIG. 15 may be used to generate a single multimedia paper document including multimedia information extracted from a plurality of multimedia documents. The processing depicted in FIG. 15 may be performed by software modules executing on MIPSS 104, by hardware modules coupled to MIPSS 104, or a combination thereof. In alternative embodiments of the present invention, the processing may be distributed among the various systems depicted in FIG. 1. The processing depicted in FIG. 15 is merely illustrative of an embodiment incorporating the present invention and does not limit the scope of the invention as recited in the claims. One of ordinary skill in the art would recognize other variations, modifications, and alternatives.

The method is initiated by determining the selection criteria (or criterion) to be used for selecting the multimedia information to be included in the single printable representation and by determining the plurality of multimedia documents (or multimedia sources) from which the multimedia information is to be selected (step 1502). For each multimedia document determined in step 1502, MIPSS 104 divides the multimedia information contained by the multimedia document into segments of a particular time length (step 1504). The process of dividing a multimedia document into segments has been described earlier with respect to FIG. 6.

For each multimedia document identified in step 1502, MIPSS 104 then determines those segments or portions of the multimedia document that comprise information that satisfies the selection criteria identified in step 1502 (step 1506). MIPSS 104 then generates a single consolidated printable representation based upon the segments determined in step 1506 (step 1508). The single consolidated printable representation includes segments determined in step 1506. The single consolidated printable representation generated in step 1508 may then be printed on a paper medium to generate a consolidated multimedia paper document (step 1510). The single consolidated printable representation generated in step 1510 may comprise annotations identifying printed information that satisfies the selection criteria.

A multimedia paper document generated according to the flowcharts depicted in FIGS. 14 and 15 may then be used as any other multimedia paper document. For example, a user may select one or more user-selectable identifiers from the consolidated multimedia paper document (as described above) and retrieve multimedia information corresponding to segments associated with the user-selectable identifiers selected by the user.

FIGS. 16A, 16B, 16C, and 16D depict pages of a multimedia paper document generated according to an embodiment of the present invention using the method depicted in FIG. 14. The pages have been selected from a plurality of multimedia documents because they contain information related to the topic of interest "Middle East Terrorism" that was specified as the selection criteria. The pages are printed information that has been selected from the plurality of multimedia documents according to the selection criteria. For example, pages 1600 and 1602 depicted in FIGS. 16A and 16B have been selected from a consolidated printable representation generated for a "CNN News Site (Channel 203)" recording that was recorded on May 30, 2001 starting at 12:59 PM and is of length 56:40 minutes, page 1606 depicted in FIG. 16C has been selected from a consolidated printable representation generated for a "Newshour (PBS, Channel 233)" recording that was recorded on Jun. 5, 2001 starting at 6:01 PM and is of length 54:49 minutes, page 1604 depicted in FIG. 16D has been selected from a consolidated printable representation generated for a "Hardball (CNBC, Channel 56)" recording
that was recorded on Sep. 14, 2001 starting at 5:00 PM and is of length 59:59 minutes. For each page, information related to “Middle East Terrorism” has been annotated. This enhances the readability of the multimedia paper document. Accordingly, information related to “Middle East Terrorism” from a plurality of multimedia documents is consolidated into one document.

As described above, a user may generate a “customized” multimedia paper document by specifying appropriate selection criteria. In this manner, the user can quickly extract relevant information from multiple hours of multimedia broadcasts by simply reading the customized multimedia paper document. The present invention thus reduces the time spent by the user in locating and retrieving relevant information from multiple multimedia information sources or recordings.

Coversheets
According to an embodiment of the present invention, the present invention also provides techniques for generating a coversheet for a multimedia paper document. The coversheet may provide a summary of the contents printed in the multimedia paper document.

FIG. 17 depicts a coversheet 1700 generated for a multimedia paper document according to an embodiment of the present invention. Coversheet 1700 depicted in FIG. 17 is merely illustrative of a coversheet according to an embodiment of the present invention and does not limit the scope of the invention as recited in the claims. One of ordinary skill in the art would recognize other variations, modifications, and alternatives.

As shown in FIG. 1700, coversheet 1700 comprises thumbnail images of individual pages included in the multimedia paper document. As shown, eight thumbnail images 1704 are printed on coversheet 1700 thereby indicating that the multimedia paper document comprises eight pages. A title section 1702 is also printed on coversheet 1700. Title section 1702 displays the source of the multimedia information (which may correspond to the filename of the multimedia document), the time and date when the multimedia information was recorded, and the total time of the recording.

A barcode 1706 is associated with each thumbnail image. A user may use barcodes 1706 to access or retrieve multimedia information printed on the pages in digital form. If the user wishes to access the multimedia information corresponding to information printed on a particular multimedia paper document page, the user may scan the barcode corresponding to that particular page and then access or retrieve the information in electronic form using an output device specified by the user. In this embodiment, selecting a barcode associated with a particular page is equivalent to selecting all the segments printed on that particular page. For example, if the user wishes to access multimedia information corresponding to the information printed on page 6 of the multimedia paper document, the user may scan barcode 1706-6 and then access the information (as previously described) using an output device. The user may select one or more barcodes from coversheet 1700.

According to another embodiment of the present invention, a barcode 1706 associated with a particular page is the same as the barcode corresponding to the first segment printed on the particular page. In this embodiment, the user may scan a barcode for a particular page and retrieve multimedia information starting from the top of the particular page.

FIG. 18 depicts a coversheet 1800 generated for a multimedia paper document according to another embodiment of the present invention. In addition to the features included in coversheet 1700 depicted in FIG. 17, coversheet 1800 displays a list of sentences 1804 for each thumbnail image 1802. According to an embodiment of the present invention, the sentences displayed for a particular thumbnail image summarize the contents of the page corresponding to the particular thumbnail image. Several different techniques may be used to select the sentences for a particular thumbnail image. According to an embodiment of the present invention, the first text sentence of each segment printed on the page corresponding to the thumbnail image may be printed in 1804. According to another embodiment of the present invention, segments that contain CC text with story-line separators (e.g., “>>>”), the first sentence of each story printed on the page corresponding to the thumbnail image may be printed in 1804. Other techniques known to those skilled in the art may also be used to determine the text to be printed in area 1804 of coversheet 1800.

It should be apparent that coversheet 1800 depicted in FIG. 19 is merely illustrative of a coversheet according to an embodiment of the present invention and does not limit the scope of the invention as recited in the claims. One of ordinary skill in the art would recognize other variations, modifications, and alternatives.

FIG. 19 depicts a coversheet 1900 generated according to another embodiment of the present invention for a multimedia paper document that has been annotated based upon user-specified topics of interest. A title section 1902 is printed on coversheet 1900 displaying the source of the multimedia information (which may correspond to the filename of the multimedia document), the time and date when the multimedia information was recorded, and the total time of the recording. Topics of interest 1904 to which the multimedia paper document is relevant are also displayed. For each topic of interest, the degree of relevancy of the multimedia paper document to the topic of interest is also displayed. In the embodiment depicted in FIG. 1900, the degree of relevancy is denoted by a percentage value 1906.

Coversheet 1900 displays a thumbnail image 1908 of each page included in the multimedia paper document. For pages that comprise information related to user-specified topics, the thumbnail images corresponding to those pages display the annotated words or phrases related to user-specified topics of interest. For a particular page comprising information related to one or more user-specified topics of interest, the number of hits 1910 related to the topics of interest found on the particular page are also displayed next to the thumbnail image of the page. Different colors and styles may be used to highlight words and phrases in the thumbnails related to different topics. The hits for a particular topic of interest may also be displayed using a color that is associated with the topic of interest and used to highlight words and phrases related to the topic of interest. This allows the user of the multimedia paper document to easily identify passages of the multimedia paper document that include information related to user-specified topics of interest.

It should be apparent that coversheet 1900 depicted in FIG. 19 is merely illustrative of a coversheet according to an embodiment of the present invention and does not limit the scope of the invention as recited in the claims. One of ordinary skill in the art would recognize other variations, modifications, and alternatives.

FIG. 20 depicts a coversheet 2000 generated according to an embodiment of the present invention for a multimedia paper document that includes pages selected from multiple multimedia paper documents based upon selection criteria. For example, the multimedia paper document may be generated according to flowchart 1400 depicted in FIG. 14. Coversheet 2000 depicted in FIG. 20 has been generated for a
multimedia paper document that includes pages 1600, 1602, 1604, and 1606 depicted in FIGS. 16A, 16B, 16C, and 16D, respectively. It should be apparent that coversheet 2000 depicted in FIG. 20 is merely illustrative of a coversheet according to an embodiment of the present invention and does not limit the scope of the invention as recited in the claims. One of ordinary skill in the art would recognize other variations, modifications, and alternatives.

As depicted in FIG. 20, the selection criteria 2002 used for generating the multimedia paper document is printed on page 2000. Coversheet 2000 displays a thumbnail image 2004 of each page included in the multimedia paper document. For pages that comprise information related to the search criteria, the thumbnail images corresponding to those pages displaying the information with annotations. The number of hits 2006 for pages is also displayed. A barcode 2008 associated with each page is also displayed. Coversheet 2000 also displays a date range 2010 that may be selected by the user as part of the selection criteria. For example, multimedia paper document comprises information in the date range May 1, 2001 to Sep. 20, 2001.

FIG. 21 depicts another coversheet 2100 generated according to an embodiment of the present invention for a multimedia paper document that includes pages selected from multiple multimedia paper documents based upon selection criteria. Coversheet 2100 depicted in FIG. 21 has been generated for a multimedia paper document that includes pages 1600, 1602, 1604, and 1606 depicted in FIGS. 16A, 16B, 16C, and 16D, respectively. It should be apparent that coversheet 2000 depicted in FIG. 20 is merely illustrative of a coversheet according to an embodiment of the present invention and does not limit the scope of the invention as recited in the claims. One of ordinary skill in the art would recognize other variations, modifications, and alternatives.

Coversheet 2100 shows more information than coversheet 2000 depicted in FIG. 20. For each occurrence of words or phrases related to the selection criteria (e.g., text related to “Middle East Terrorism”), the line 2102 (or a user-configurable number of words surrounding the relevant word/phrase) comprising the relevant text or phrase (which is annotated) is displayed along with the time 2104 when the word/phrase occurred in the recording and the page 2106 of the multimedia paper document on which the line is printed.

A barcode 2108 is also displayed for each line. According to an embodiment of the present invention, barcode 2108 corresponds to the barcode for the page on which the line occurs. According to alternative embodiments of the present invention, the barcode 2108 associated with a line may correspond to the barcode of the segment that contains the displayed line. Alternatively, barcode 2108 may correspond to a location within the multimedia information when the relevant text/phrase occurs. Accordingly, barcode 2108 enables the user to access or retrieve multimedia information from a specific point in time.

A set of keyframes 2110 is also displayed for each line. According to an embodiment of the present invention, the keyframes that are most representative of the word/phrase or are relevant to the selection criteria may be displayed. Techniques for selecting keyframes relevant to selection criteria such as a user-specified topic of interest have been described above.

FIG. 22 depicts a coversheet 2200 generated according to an embodiment of the present invention for a multimedia paper document that has been generated for a recorded meeting. As shown in FIG. 22, coversheet 2200 comprises thumbnail images of individual pages included in the multimedia paper document. As shown, six thumbnail images 2202 are printed on coversheet 2200 thereby indicating that the multimedia paper document comprises eight pages. A title section 2204 is also printed on coversheet 2200 and displays information identifying the meeting for which the multimedia paper document was generated, the time and date when the meeting was recorded, and the total time of the recording. Slides 2206 and whiteboard images 2208 are also printed next to thumbnail images corresponding to pages that comprise the slides or whiteboard images.

It should be apparent that coversheets 1700, 1800, 1900, 2000, 2100, and 2200 depicted in FIGS. 17, 18, 19, 20, 21, and 22, respectively, are merely illustrative of specific embodiments of the present invention and do not limit the scope of the invention as recited in the claims. One of ordinary skill in the art would recognize other variations, modifications, and alternatives. The coversheet generated according to the teachings of the present invention thus provide a simple and convenient way for the reader of the multimedia paper document to get an overview of the contents of the multimedia paper document.

Ranges

As described above, embodiments of the present invention provide techniques for generating a printable representation of information that may include information of different types. The various types of information may have been captured or recorded along a common timeline. The recorded or captured information may include information of different types such as audio information, video information, closed-caption (CC) text information, slides information, white-board information, etc. The different types of information may have been recorded by one or more capture devices. Embodiments of the present invention generate a printable representation for the captured information that comprises a printable representation for one or more of the different types of recorded information. As described above, the printable representation for the multimedia information can then be printed on a paper medium to produce a multimedia paper document.

As described above, the captured or recorded information for which a printable representation is generated may be stored in a multimedia document. A multimedia document thus provides a repository for storing the recorded or captured information. The multimedia document may be a file that stores the recorded information comprising information of multiple types. The multimedia document may be a file that includes references to one or more other files that store the recorded information. The referenced files may in turn store information of one or more types. The multimedia document may also be a location where the recorded information of one or more types is stored. For example, the multimedia document may be a directory that stores files comprising information of different types that have been captured or recorded during a common timeline. According to an embodiment of the present invention, each file in the directory may store information of a particular type, i.e., each file may store a particular stream of information. Accordingly, for recorded information that comprises information of multiple types (e.g., a first type, a second type, etc.), the information of the various types may be stored in a single file, the information for each type may be stored in a separate file, and the like.

According to an embodiment of the present invention, the multimedia paper document that is generated by printing the printable representation of the recorded information on a paper medium can also be used to select portions of the recorded information for which the printable representation is generated and which is stored in electronic format. According to one embodiment, a user can select the portions by speci-
an embodiment of the present invention. As depicted in this embodiment, user-selectable identifier means for initiating or entering the range mode may be referred to as the portion of information corresponding to the range. The portion of the recorded information between R_s and R_e for a range is referred to as the portion of information corresponding to the range. The start time R_s indicates the start time for the portion of the multimedia information corresponding to the range and the end time R_e indicates the end time for the portion corresponding to the range. Accordingly, each range characterized by a start time (R_s) and an end time (R_e) corresponds to a portion of the recorded information between (R_s) and an end time (R_e). The portion of information corresponding to a range may comprise information of one or more different types occurring between R_s and R_e.

An identifier or label may also be associated with each range to uniquely identify the range. Accordingly, information stored for a range may include the start time (R_s) for the range, the end time (R_e) for the range, and a label or identifier identifying the range. Information identifying a multimedia document storing information corresponding to a range may also be stored for a range.

According to an embodiment of the present invention, ranges can be specified in a specific mode of operation (referred to as “range mode”). Various different techniques may be used for initiating or entering the range mode in which one or more ranges can be specified. In certain embodiments, means for initiating or entering the range mode may be printed on pages of the multimedia paper document. For example, FIG. 23 depicts a page 2300 from a multimedia paper document that allows ranges to be specified according to an embodiment of the present invention. As depicted in FIG. 23, a user-selectable identifier 2302 labeled “Mode” is printed on page 2300 that can be used to enter range mode. In this embodiment, user-selectable identifier 2302 is in the form of a barcode. In alternative embodiments, the user-selectable identifier can be in other forms such as a watermark, glyph, etc. as described above. A user of the multimedia paper document can enter the range mode by scanning barcode 2302 using a scanning device such as a barcode scanner. Once in range mode, the user can exit from the range mode by rescanning barcode 2302. Accordingly, barcode 2302 allows a user of the multimedia paper document to enter and exit the range mode in which ranges can be specified.

In other embodiments of the present invention, the range mode may be selected from the scanning device itself. For example, a switch (or button, etc.) may be provided on the scanning device for entering or exiting the range mode. In this embodiment, a user of a multimedia paper document may switch on or activate the switch or button on the scanning device to enter the range mode. The user may switch off or deactivate the switch or button on the scanning device to exit from range mode.

When in range mode, a user can specify one or more ranges by scanning one or more user-selectable identifiers 2304 printed on pages of the multimedia paper document. In the embodiment depicted in FIG. 23, the identifiers are in the form of barcodes. As described earlier, each user-selectable identifier 2304 may correspond to a specific time point or, in other embodiments, may correspond to a segment of the multimedia information and indicate a start time and end time of the segment.

In embodiments where each user-selectable identifier 2304 indicates a start time and an end time associated with a segment, in range mode, the user of the multimedia paper document can scan a user-selectable identifier using a scanning device to specify a range. The start time of the segment corresponds to the start time (R_s) of the range and the end time of the segment corresponds to the end point (R_e) of the range. Accordingly, in this embodiment, each scanned barcode 2304 identifies a range. The user can specify multiple ranges by scanning multiple barcodes 2304.

In embodiments of the present invention where each user-selectable identifier 2304 corresponds to a specific time point, several techniques may be used for specifying ranges. According to one technique, in range mode, the user, using a scanning device, can scan the user-selectable-identifiers to specify ranges. Each scanned barcode 2304 specifies either the start time (R_s) or end time (R_e) for a range. For example, the first scanned barcode may specify the start time (R_s) for the first range, the next scanned barcode may specify the end time (R_e) for the first range, the next scanned barcode may specify the end time (R_e) for the second range, and so on. Accordingly, the first two barcodes 2304 scanned by the user may identify boundaries of the first range, the next two barcodes 2304 scanned by the user may identify boundaries of the second range, and so on.

Accordingly, in the technique described above, a pair of serially scanned barcodes define a range. For a particular pair of scanned barcodes 2304, if the time corresponding to the first scanned barcode in the pair is earlier than the time associated with the second scanned barcode in the pair, then the time corresponding to the first scanned barcode marks the start time (R_s) of the range and the time corresponding to the second scanned barcode corresponds to the end time (R_e) of the range for the pair of scanned barcodes. If the time corresponding to the first scanned barcode in the pair is later than the time associated with the second scanned barcode in the pair, then the time corresponding to the second scanned barcode marks the start time (R_s) of the range and the time corresponding to the first scanned barcode corresponds to the end time (R_e) of the range for the pair of barcodes. The user can scan multiple pairs of barcodes to define multiple ranges.

According to another technique, a time window (or time buffer) relative to a time corresponding to a user-selectable identifier 2304 may be preconfigured for specifying ranges. The time window may be preconfigured by a user and may identify a specific amount of time to be added and/or subtracted from the time corresponding to a user-selectable identifier 2304 to identify a range. For example, the time window may be preconfigured to be ±50 seconds from the time corresponding to a user-selectable identifier 2304 scanned by the user. When a user scans a barcode 2304 in range mode, the time window time is added and/or subtracted from the time corresponding to the scanned barcode and is used to determine the start time (R_s) and end time (R_e) for the range. For example, if the user scans a barcode 2304 corresponding to a time 00:01:30, the R_s for the resultant range is 00:01:00 and the R_e for the range is 00:02:00. According to this technique, each barcode 2304 scanned by the user in range mode specifies a range. A user may specify multiple ranges by scanning multiple barcodes 2304.

In certain embodiments, ranges specified by the user (e.g., ranges specified using one of the techniques described above) that are proximate to each other may be combined to form a single range. According to an embodiment of the present invention, two ranges may be combined into a single range if the time difference between the boundaries of the ranges is within a user-configurable threshold limit. For example, a first range having a start time (R_s) and an end time (R_e) may
be combined with a second range having a start time \( R_{S2} \) and an end time \( R_{E2} \) and that occurs after the first range to form a single range if the difference between \( R_{S2} \) and \( R_{E1} \) is within a user-configurable threshold limit. In this scenario, for the single combined range, the start time \( R_{S1} \) of the first range becomes the start time \( R_{S} \) of the combined range and the end time \( R_{E2} \) of the second range becomes the end time \( R_{E} \) of the combined range. Multiple individual ranges can be combined to form a single range.

Ranges with overlapping time portions may also be combined to form a single range. Further description related to techniques for combining ranges is provided in U.S. Non-Provisional patent application Ser. No. 10/081,129, filed Feb. 21, 2002, the entire contents of which are herein incorporated by reference for all purposes.

As described above, a user of a multimedia paper document can scan barcodes for specifying ranges using a scanning device such as a barcode reader. Information indicative of the ranges that is read from the multimedia paper document may be stored by the scanning device. In other embodiments, the scanning device may communicate the ranges information or a portion thereof to another device or computer using one or more communication links for further processing.

According to the teachings of the present invention, one or more operations may be performed on information corresponding to the ranges. The operations to be performed on the ranges may be specified using the paper interface provided by the multimedia paper document. According to an embodiment of the present invention, user-selectable identifiers such as barcodes may be printed on pages of the multimedia paper document and facilitate specification of operations to be performed on information corresponding to the ranges. For example, in the embodiment depicted in FIG. 23, special barcodes are printed in control section 2306 of page 2300 that facilitate specification of operations to be performed on ranges (as depicted in FIG. 7A the barcodes for performing operations are printed in control section 710). In one embodiment, after specifying one or more ranges according to techniques described above, a user can scan a particular barcode corresponding to a particular operation to specify that the particular operation is to be performed on the information corresponding to the specified ranges. The particular operation is then performed on the information corresponding to the specified ranges. According to another embodiment, the user may specify multiple operations to be performed on the specified ranges by scanning barcodes corresponding to the multiple operations. The multiple operations are then performed on information corresponding to the specified ranges.

In addition to the paper interface provided by the multimedia paper document, other techniques may also be provided for specifying operations to be performed on ranges. For example, a scanning device that a user uses to specify ranges may also provide mechanisms for specifying operations to be performed on the specified ranges. For example, buttons may be provided by the scanning device to specify operations to be performed. Various other techniques may also be used for specifying operations to be performed on ranges.

FIG. 24 is a simplified block diagram of components that may be used for performing operations on ranges according to an embodiment of the present invention. As depicted in FIG. 24, a user may use a scanning device 2402 to scan barcodes from a multimedia paper document 2404 to specify ranges and to specify operations to be performed on information corresponding to the specified ranges, as described above. Scanning device 2402 may be configured to communicate the information representative of the ranges and the operations to be performed on the ranges to a server computer 2406. According to an embodiment of the present invention, the information representative of a range includes information identifying the start time \( R_{S} \) and end time \( R_{E} \) of the range and also possibly information identifying the multimedia document that stores information corresponding to the specified range and a label or identifier identifying the range. Information representative of operations to be performed on the specified ranges may identify the operations to be performed and the ranges on which the operations are to be performed.

In the embodiment depicted in FIG. 24, server 2406 is configured to receive information representative of the specified ranges and operations to be performed on the ranges from scanning device 2402. Based upon the information identifying the ranges, server 2406 is configured to access one or more multimedia documents storing recorded information and determine portions of the recorded information corresponding to the specified ranges. As previously described, a portion corresponding to a range may include information of one or more types corresponding to the range.

As previously described, a multimedia paper document may comprise a representation of information stored by one or more multimedia documents. Accordingly, the ranges may be specified for one or more multimedia documents. Server 2406 may access multiple multimedia documents in order to retrieve portions of recorded information corresponding to the specified ranges. For a specified range characterized by a particular start time \( R_{S} \) and a particular end time \( R_{E} \), server 2406 accesses the multimedia document storing recorded information from which information for the specified range is to be selected, and determines a portion of the recorded information (which may include portions of information of one or more types) stored by the multimedia document between times \( R_{S} \) and \( R_{E} \) of the range.

Server 2406 is then configured to perform the specified one or more operations on the portions of the recorded information corresponding to the specified ranges. The operations to be performed are determined based upon information received from scanning device 2402. Alternatively, server 2406 may be configured to perform a pre-configured operation on the portions of information corresponding to the specified ranges.

Several different operations may be performed according to the teachings of the present invention. For example, portions of the multimedia information corresponding to the user specified ranges may be played back via one or more output devices. Using multimedia paper document page 2300 depicted in FIG. 23, a user can indicate that the information corresponding to the specified ranges is to be played back by selecting barcode 2308 labeled “Play/Pause” using scanning device 2402. Scanning device 2402 may then communicate information representative of the specified ranges and information representative of the “Play/Pause” operation to server 2406. Upon determining portions of information corresponding to the specified ranges, server 2406 may then cause playback of the portions using one or more output devices 2408 shown in FIG. 24. According to an embodiment of the present invention, the portions may be played back in the order in which the ranges were specified.

Output device 2408 may include one or more video output devices, audio output devices, and the like. The one or more output devices to be used for outputting the information may be pre-configured or may be specified by the user of the multimedia paper document 2404.

In a specific embodiment where scanning device 2402 can also function as an output device, the portions of information
corresponding to the ranges may be communicated by server 2406 to scanning device 2402. Scanning device 2402 may then output the portions of information. For example, scanning device 2402 may be a PDA (e.g., PDAs from Palm, Compaq, HP, etc.) that is fitted with a barcode reader to enable scanning of barcodes. The PDA may be configured to communicate information representative of the ranges and operations to server 2406, receive multimedia information corresponding to the range from server 2406, and then output the portions of information.

Various different interfaces may be provided by the output devices to output the information. For example, the information may be output via graphical user interfaces described in U.S. Non-Provisional application Ser. No. 10/081,129, filed Feb. 21, 2002, and U.S. Non-Provisional application Ser. No. 10/465,022, filed Jun. 18, 2003, the entire disclosures of which are herein incorporated by reference for all purposes.

Various other operations, in addition to playback of the information, may also be performed on the multimedia information corresponding to the ranges. For example, the operations may include generating a printable representation for the multimedia information corresponding to the ranges and then printing the printable representation on a paper medium to generate another multimedia paper document for information corresponding to the selected ranges. Sections of the multimedia paper document that are relevant to user-specified criteria such as specific words or phrases or topics of interest, etc. may be highlighted.

In other embodiments, the operations may include saving portions of information corresponding to the ranges in a separate multimedia document. The user of the multimedia paper document may specify a storage location for storing the portions corresponding to the ranges.

In other embodiments, the operations may include communicating portions of information corresponding to the specified ranges. For example, one or more portions of information may be emailed, faxed, etc. to a recipient. The recipient may be identified by the user of the multimedia paper document.

Other operations may also include deleting the portions of information corresponding to the ranges from the multimedia document from which the portions were obtained. In this manner information corresponding to ranges may be filtered out from the multimedia document for which the multimedia paper document is generated. For example, using a multimedia paper document generated for a movie recording, a user of the multimedia paper document may specify ranges corresponding to times when "R" rated material is shown and specify that sections of the movie that contain the "R" rated material be deleted from the movie recording. In this manner, the user can filter the movie before letting his kids watch the movie.

In other embodiments, the operations may include ranking or sorting the ranges according to some user-definable criteria. For example, the ranges may be sorted or ranked in chronological order based upon the start times and end times associated with the ranges. The ranges may also be sorted or ranked based upon the time lengths of the ranges. The ranges may also be sorted or ranked based upon the types of documents from where the portions of information corresponding to the ranges are selected. The ranges may also be sorted or ranked based upon the contents of the information corresponding to the ranges. For example, the ranges may also be ranked according to the degree of relevance of the portions of information corresponding to the ranges to some user-specified criteria such as words, phrases, topics of interest, etc.

The operations may also include grouping the ranges into collections or sets based upon some criteria that may be user-definable or based upon the contents of the information corresponding to the ranges.

It should be apparent that FIG. 24 is merely illustrative of an embodiment of the present invention and does not limit the scope of the invention as recited in the claims. One of ordinary skill in the art would recognize other variations, modifications, and alternatives. For example, in alternative embodiments, scanning device 2402 may be configured to perform the functions performed by server 2406 and output devices 2408. Further, various different operations, in addition to the ones described above, may be performed on the information corresponding to the ranges.

Although specific embodiments of the invention have been described, various modifications, alterations, alternative constructions, and equivalents are also encompassed within the scope of the invention. The described invention is not restricted to operation within certain specific data processing environments, but is free to operate within a plurality of data processing environments. Additionally, although the present invention has been described using a particular series of transactions and steps, it should be apparent to those skilled in the art that the scope of the present invention is not limited to the described series of transactions and steps.

Further, while the present invention has been described using a particular combination of hardware and software, it should be recognized that other combinations of hardware and software are also within the scope of the present invention. The present invention may be implemented only in hardware, or only in software, or using combinations thereof.

What is claimed is:

1. A computer-implement method of accessing multimedia information stored in a multimedia document using a paper document, the method comprising:
   receiving by a computer at least one identifier representative of at least one bar code scanned by a user from among a plurality of bar codes printed on the paper document, each bar code corresponding to a point in time in the multimedia document;
   determining by the computer one or more time ranges based upon the at least one identifier, each time range having a start time and an end time; and
   determining by the computer one or more portions of multimedia information corresponding to the one or more time ranges, wherein each portion of multimedia information comprises information from the multimedia document occurring between the start time and end time associated with the corresponding time range; and
   outputting by the computer for play on the computer or a remote computer the portions of multimedia information corresponding to the one or more time ranges, wherein the step of determining one or more time ranges comprises:
   subtracting a first time amount from a time value associated with the at least one identifier to produce a first time; and
   adding a second time amount to the time value associated with the at least one identifier to produce a second time,
wherein the one or more time ranges comprises the first time and the second time.
2. The method of claim 1 wherein:
the multimedia information comprises information of a first type and information of a second type; and
the step of determining by the computer one or more portions of multimedia information comprises determining at least one of information of the first type and information of the second type from the multimedia document occurring between the first time and second time.
3. The method of claim 2 wherein the information of the first type is video information and the information of the second type is at least one of audio information and closed-caption text information.
4. The method of claim 1 wherein the first time amount and the second time amount are determined using information received from the user.
5. The method of claim 1 wherein performing the at least one operation comprises communicating by the computer the portions of multimedia information to a recipient.
6. The method of claim 5 wherein outputting the portions of multimedia information comprises communicating by the computer the portions of multimedia information via an electronic mail addressed to the recipient.
7. The method of claim 5 wherein outputting the portions of multimedia information comprises communicating by the computer a representation of the portions of multimedia information via facsimile.
8. The method of claim 1 further comprising deleting by the computer the portions of multimedia information.
9. The method of claim 1 further comprising printing by the computer a representation of the portions of multimedia information on a paper medium to generate a second paper document.
10. The method of claim 1 further comprising storing by the computer the portions of multimedia information.
11. The method of claim 1 further comprising:
receiving by the computer information indicative of selection of one or more additional identifiers from a set of identifiers printed on the paper document;
determining by the computer one or more operations based upon the one or more additional identifiers from the set of identifiers; and
performing at least one operation from the one or more operations on the portions of multimedia information corresponding to the one or more time ranges.
12. The method of claim 11 wherein performing the at least one operation comprises ranking by the computer the one or more time ranges based upon contents of the portions of multimedia information corresponding to the one or more time ranges.
13. The method of claim 12 wherein ranking the one or more time ranges comprises:
for each time range in the one or more time ranges, determining by the computer a relevance of a user-specified criterion with the portion of multimedia information corresponding to the time range; and
ranking by the computer the one or more time ranges based upon the relevance of the user-specified criterion with the portions of multimedia information corresponding to the time ranges.
14. The method of claim 13 wherein the user-specified criterion identifies a topic of interest.
15. The method of claim 11 wherein performing the at least one operation comprises grouping by the computer the one or more time ranges into one or more groups based upon contents of the portions of multimedia information corresponding to the one or more time ranges.
16. A system comprising:
at least one processor;
a memory operatively coupled to the processor, the memory storing program instructions that when executed by the processor cause the processor to:
receive at least one identifier representative of at least one bar code scanned by a user from among a plurality of bar codes printed on the paper document, each bar code corresponding to a point in time in a multimedia document;
determine one or more time ranges based upon the at least one identifier, each time range having a start time and an end time; and
determine one or more portions of multimedia information corresponding to the one or more time ranges, wherein each portion of multimedia information comprises information from the multimedia document occurring between the start time and end time associated with the corresponding time range;
output for play on the computer or a remote computer the portions of multimedia information corresponding to the one or more time ranges, wherein the one or more time ranges are determined by program instructions that when executed by the processor cause the processor to:
subtract a first time amount from a time value associated with the at least one identifier to produce a first time; and
add a second time amount to the time value associated with the at least one identifier to produce a second time,
wherein the one or more time ranges comprises the first time and the second time.
17. The system of claim 16 wherein:
the multimedia document comprises information of a first type and information of a second type; and
the program instructions when executed by the processor cause the processor to determine at least one of information of the first type and information of the second type from the multimedia document occurring between the first time and second time.
18. The system of claim 17 wherein the information of the first type is video information and the information of the second type is at least one of audio information and closed-caption text information.
19. The system of claim 16 wherein the first time amount and the second time amount are user-configurable.
20. The system of claim 16 wherein the program instructions when executed by the processor cause the processor to communicate the portions of multimedia information to a recipient.
21. The system of claim 20 wherein the program instructions when executed by the processor cause the processor to send the portions of multimedia information to the recipient via an electronic mail.
22. The system of claim 20 wherein the program instructions when executed by the processor cause the processor to communicate the portions of multimedia information via facsimile.
23. The system of claim 16 wherein the program instructions when executed by the processor cause the processor to delete the portions of multimedia information from the multimedia document.
24. The system of claim 16 wherein the program instructions when executed by the processor cause the processor to
rank the one or more time ranges based upon the relevance of

25. The system of claim 16 wherein the program instructions when executed by the processor, cause the processor to
store the portions of multimedia information.

26. The system of claim 16 wherein the program instructions when executed by the processor, cause the processor to:
receive information indicative of selection of one or more additional identifiers from a set of identifiers printed on the
paper document, determine one or more operations based upon the one or more additional identifiers from the set of
identifiers, and perform at least one operation from the one or more operations on portions of multimedia information corresponding to the one or more time ranges.

27. The system of claim 26 wherein the program instructions when executed by the processor, cause the processor to
rank the one or more time ranges based upon contents of the portions of multimedia information corresponding to the one or more time ranges.

28. The system of claim 27 wherein the program instructions when executed by the processor, cause the processor to:
for each time range in the one or more time ranges, determine relevance of the portion of the multimedia information corresponding to the time range to a user-specified criterion, and rank the one or more time ranges based upon the relevance of the portions of multimedia information to the user-specified criterion.

29. The system of claim 28 wherein the user-specified criterion identifies a topic of interest.

30. The system of claim 26 wherein the program instructions when executed by the processor, cause the processor to
group the one or more time ranges based upon contents of the portions of multimedia information corresponding to the one or more time ranges.

31. A computer program product for accessing multimedia information stored in a multimedia document using a paper
document, the computer program product comprising:
a computer-readable storage medium having stored thereon computer program code, the computer program code comprising:
code for receiving information indicative of selection of one or more additional identifiers from a set of identifiers printed on the paper document;
code for determining one or more operations based upon the one or more additional identifiers from the set of
identifiers;
and
code for performing at least one operation from the one or more operations on the portions of multimedia information corresponding to the one or more time ranges.

32. The computer program product of claim 31 wherein:
the multimedia information comprises information of a first type and information of a second type; and
the code for determining portions of the multimedia information comprises code for determining at least one of information of the first type and information of the second type from the multimedia information occurring between the first time and second time.

33. The computer program product of claim 32 wherein the information of the first type is video information and the
information of the second type is at least one of audio information and closed-caption text information.

34. The computer program product of claim 31 wherein the first time amount and the second time amount are user-configurable.

35. The computer program product of claim 31 wherein the code for outputting comprises code for communicating the
portions of multimedia information to a recipient.

36. The computer program product of claim 35 wherein the code for communicating the portions of multimedia
information to the recipient comprises code for communicating the portions of multimedia information via an electronic mail addressed to the recipient.

37. The computer program product of claim 35 wherein the code for communicating the portions of multimedia
information to the recipient comprises code for communicating the portions of multimedia information via facsimile.

38. The computer program product of claim 31 wherein the code for outputting comprises code for printing a representa-
tion of the portions of multimedia information on a paper medium to generate a second paper document.

39. The computer program product of claim 31 further comprising:
code for receiving information indicative of selection of one or more additional identifiers from a set of identifiers printed on the paper document;
code for determining one or more operations based upon the one or more additional identifiers from the set of
identifiers; and
code for performing at least one operation from the one or more operations on the portions of multimedia information corresponding to the one or more time ranges.

40. The computer program product of claim 39 wherein the code for performing the at least one operation comprises code for ranking the one or more time ranges based upon contents of the portions of multimedia information corresponding to the one or more time ranges.

41. The computer program product of claim 40 wherein the code for ranking the one or more time ranges comprises:
code for determining, for each time range in the one or more time ranges, relevance of the portion of multimedia
information corresponding to the time range to a user-specified criterion; and
code for ranking the one or more time ranges based upon the relevance of the portions of multimedia information corresponding to the time ranges to the user-specified criterion.

42. The computer program product of claim 39 wherein the user-specified criterion identifies a topic of interest.

43. The computer program product of claim 39 wherein the code for performing the at least one operation comprises code for grouping the one or more time ranges into one or more groups based upon contents of the portions of multimedia information corresponding to the one or more time ranges.

* * * * *