








samples decision selection criteria 

used 
overall G02·nouns nouns·matching 

matches errors COlT. oct. matches errors COlT. Dct. matches errors corr. oct. 

1 251 508 9 27 96 95 130 199 2 10 98 95 187 224 6 17 97 92 
2 345 585 11 30 97 95 177 255 2 12 99 95 206 283 6 19 97 93 
3 393 617 12 34 97 94 199 274 2 14 99 95 241 325 6 21 98 94 
4 441 642 12 35 97 95 229 292 2 14 99 95 257 347 8 22 97 93 
5 451 667 12 42 98 94 234 306 2 17 99 94 258 363 9 27 97 92 
6 459 674 13 45 97 93 248 322 2 18 99 94 272 384 9 31 96 92 
7 474 682 16 49 97 93 254 324 3 18 99 94 280 387 11 32 96 92 
8 483 685 16 50 97 93 254 324 3 18 99 94 284 387 11 32 96 92 
9 498 692 16 51 97 93 261 326 3 18 99 94 288 392 II 32 96 92 
10 526 709 22 58 96 92 300 330 4 20 99 94 296 396 12 34 96 91 

Table 4. Word selection peIformance on the original 885 neighborhoods (with 87 percent correct at the top choice) and 
for the first two levels of the document database graph. The original performance is shown on the left and the graph per
formance on the right of each column. 

matched in G02 at a marginal increase in the error rate. 
Thus. the document similarity graph can improve peIfor
mance over that offered by the plain fiat database struc
ture. 

4. Discussion and Conclusions 
This paper presented an adaptation of the vector 

space model for information retrieval to improving the 
peIformance of a word recognition algorithm. The 
neighborhoods of visually similar words determined by 
word recognition are matched to a database of documents 
structured as a graph and a subset of documents with 
topics that are similar to those of the input image are 
determined. The vocabulary frOlll those similar docu
ments are used to select the word recognition decisions 
that have a high probability of being correct. 
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