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Chapter 8 

Document Recognition for a Digital ,Library 

Sargur N. Srihari*, Stephen W. Lamt and Jonathan J. Hullt , 

8.1 Introduction 

An important part of the development of a digital library [DL) is the transfor­
mation of digital images of documents into an ASCII representation. Although 
newer entries in a c'onventional library may be in electronic form already, the 
majority of library archives is still in printei form. The latter needs to be au­
tomatically recognized, represented in a form suitable for information retrieval 
[TRl, and integrated. 

The transformation of digital images of print documents into text-searchable 
form is popularly known as document image understanding [DIU], and includes 
the processes of document layout understanding, text recognition and logicallink­
ing. All of these steps are crucial for IR. 

Document layout understanding [DLUl includes the processes of segmenting 
multiple page documents into taxt, graphics, and halftone images, labeling these 
elements into meaningful entities (such as title, author, section header, etc.), 
and grouping these entities on the same page or from different pages into logical 
units. The text regions are processed by an optical character reader [OCR] which 
J?r.?j~~e~ .ASCII. A DLU system which uses an adaptive apprQach _can be-applied 
to a variety of documents. 

An important part of document recognition is the recognition of the images 
of text. Current OCRs operate mainly on a character-by-character basis and 
at times a lexicon is used to postprocess the results. This provides reasonable 
accuracy. However, OCR performance can suffer when the input images are 
degraded , for example, when microfilm is processed. We have developed a new 
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method for interpreting the results of a text recognition algorithm based on 
concepts from IR. 

The logical linking of document elements is important for IR. Figures, tables, 
equations and bibliographies can be automatically retrieved when the text that 
matches a user query has explicit or implicit references to those elements. This 
is difficult when the images are degraded, since the figure and table numb~rs 
may consist of only a single digit, probably of poor quality. Our solution to the 
linkage problem detects the reference links in the text and locates the referenced 
elements. This will allow the user to r1rieve specific areas of the document 
which are related to the query rather than retrieving the entire document. 

The following describes the three areas mentioned above in more detail. 

8.2 Adaptive Document Layout Understanding 

Recognition problems occur when there are a variety of page layout, print quality 
and contextual differences. This research focuses on improving the methods used 
to process large volumes of documents which are found in a typical library. The 
DLU process consists offour stages: (i) skew correction, (ii) block segmentation, 
(iii) block classification, and (iv) layout understanding. Block segmentation and 
classification can be broadly grouped into a single stage called zoning. Since 
most of the techniques developed for zoning require content of a document with 
proper alignment, a skewed document image has to be corrected prior to the 
zoning stage. 

8.2;1 Skew Correction 

A fast skew correction algorithm based on the estimation 07ion 
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a lilted axis. The recognition result is shown in Fig. 2 J (b). 
(We overlayed a grid of the range image of the model. which 
was transfonned by the resulting transformation on top of Fig. 
21(a).) In 
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Figure 8.2: Result of block segmentation. (a) Original document image. (b) 
Regions located by the block segmenter. 

Logical grouping is invoked when all the pages of the document have gone 
through the previous stages. The physical partition of document elements be­
comes transparent to the grouping process. The grouping is guided by the knowl­
edge about the content of the whole document. For example, the knowledge for 
analyzing a technical publication defines all the essential components of a jour­
nal. The group process locates all these components according to given specifi­
cations. The results of the grouping process contain the logical units and their 
physical locations represented in SGML format. 

The tasks of labeling and grouping can be combined into a single process 
called layout understanding. A system can be categorized as either "closed" or 
"open", depending on whether it is designed for a particular class of document. 
Most systems in use today are closed systems, i.e., they are designed for some 
specific documents (such as forms, specific journals and business letters). They 
cannot easily be adapted to other types of documents. 
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An open system architecture has been developed at CEDAR. It is designed 
for processing multi-page documents, i. e., it generates a logical interpretation of 
a document by combining information on different pages of the document. The 
architecture, (see Figure 8.2.3), consists of three components: control, knowl­
edge base and tool box. The Control possesses some general purpose document 
analysis strategies and the Tool Box contains a set of generic document ,image 
processing tools that are applicable to different documents. The system has no 
prior knowledge about document domain. The use of strategies and tools relies 
solely on the knowledge of the document of interest defined in the Knowledge 
Base. Since document-specific knowledge is not part of the system, it can be 
viewed as input (in addition to the document images) to the system. A proto­
type system based on this architecture has been developed to process a variety of 
documents such as ftrrms, IEEE journals and postal mailpieces [154, 153]. The 
research focus is on how to use knowledge to adjust the system reading strategies 
for handling different types of library documents. 

Tool Box 
---------------------~ C Tool: Page Layout AnalYSis) ! 

C Tool: Text Recognition ) 1 
I 

Control: Document Understanding + ( Tool: Table ReCOgnitiOn) ! 
Data Flow - - ~ ~C Tool: Graph Recognition) ! 

(KnOWledge: Document DescriPti0V 

I 
I 

Control Flow -. I I 
I~ _____ ---------______ I 

.. fig1J.!,,«;l .8.3 Components of an adaptive document understanding system. 

8.3 Text Recognition Using Document Context 

The recognition of word images is a solution to text recognition in which images 
oftext are transformed into their ASCII equivalent. Word recognition algorithms 
are an alter.native to traditional character recognition techniques which rely on 
the segmentation of a word into characters. This is sometimes followed by a 
postprocessing step that uses a dictionary of legal words to select the correct 
choices. 

Errors in the output of a word recognition system can be caused by several 
sources. When a noisy document image is input, the top choice of a word 
recognition system may be correct relatively infrequently. However, the ranking 
of the dictionary may include the correct choice among its top N guesses (N=10, 
for example) in nearly 100% of the cases. 

Solutions for improving the performance of a text recognition system have 
utilized the context of the language in which the document was written. An 
observation about context beyond the individual word level that is used here 
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concerns the vocabulary of a document. Even though the vocabulary over which 
word recognition is computed may contain 100,000 or more words, a typical doc­
ument may actually use fewer than 500 different words. Thus, higher accuracy 
in word recognition is bound to result if the vocabulary of a document could be 
predicted and the decisions of a word recognition algorithm were selected from 
that limited set only. 

This chapter discusses a methodology to predict the vocabulary of a docu­
ment from its word recognition decisions. The N best recognition choices for 
each word are used in a probabilistic model for information retrieval to locate 
a set of similar document in a database. The vocabulary of those documents is 
then used to select the recognition decisions from the word recognition system 
that have a high probability of correctness. Those words could then be used as 
"islands" to drive otB"er processing that would recognize the remainder of the 
text. A useful side effect of matching word recognition results to documents from 
'a database is that the topic of the input document is indicated by the titles of the 
matching documents from the database. The algorithmic framework discussed 
in this chapter is presented in Figure 8.3. Word images from a document are 
input. Those images are passed to a word recognition algorithm that matches 
them to entries in a large dictionary. Neighborhoods or groups of words from 
the dictionary are computed for each input image. The neighborhoods contain 
~ords that are visually similar to the input word images. 

A matching algorithm is then executed on the word recognition neighbor­
hoods. A subset of the documents in a pre-classified database of ASCII text 
samples are located that have similar topics to the input document. The hy­
pothesis is that those documents should also share a significant portion of their 
vocabulary with the input document. 

-- - Entries in the neighborhoods are selected based on their appearance in the 
matching documents. The output of the algorithm are words that have an 
improved probability of being correct based on their joint appearance in both 
the word recognition neighborhoods as well as the matching documents. These 
are words that are both visually similar to the input and are in the vocabulary 
of the documents with similar topics. 

8.3.1 Experimental Investigation 

The word decision selection algorithm discussed in this chapter was demon­
strated on the Brown corpus[151]. The Brown corpus is a collection of over one 
million words of running text that is divided into 500 samples of approximately 
2000 words each. The samples were selected from 15 subject categories or gen­
res and the number of samples in each genre was set to be representative of the 
amount of text in that subject area at the time the corpus was compiled. 

Testing Data 

One of the samples in the Brown corpus was selected as a test document to 
demonstrate the algorithm presented in this chapter. This sample is denoted 
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Figure 8.4 A proposed word matching algorithm. 

G02 (the second sample from genre G: Belles Lettres and is an article entitled 
Toward a Concept of National Responsibility, by Arthur S. Miller that appeared 
in the December, 1961 edition of the Yale Review. 

There are 2047 words in the running text of G02. After removing stop words 
and proper nouns, there were 885 words left. Raster images were generated for 
those words with a postscript-to-bitmap generation technique. This was done to 
provide test data for a recognition algorithm that would compute neighborhoods 
of visually similar words for each of the 885 input words. The stop words and 
proper nouns were excluded from the test data set since it was aSsumed that 
algorithms existed to find those words in a document image. 

Neighborhoods were generated for each word in G02 with a word shape cal­
culation in which a feature vector that describes the global characteristics of a 
word is compared to similar feature vectors for each word in a dictionary [125]. 
A ranking of the dictionary results in which words that are visually similar to 
an input image are ranked close to the top. For the experimentation discussed 
here, the approximately 53,000 unique words that occur in the Brown Corpus 
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words, the correct rate for 2,8% of the input words was raised to 96% from the 
87% provided by the word recognition algorithm alone. 

The other results show that as more of the similar samples are used to filter 
the word recognition output, a progressively higher percentage of the eligible 
neighborhoods are included and the correct rate remains stable. For example, in 
the overall condition using the four most similar samples, 441 of the 88.5 (50% 
input words were effectively recognized with a correct rate of 97%. The results 
for the G02-nouns matching condition show that up to 26% of the input can be 
recognized with a 99% correct rate. In the nouns-matching condition, 29% of 
the input words can be recognized with a 97% correct rate. 

Samples 
" 

Decision Selection Criteria 
Used Overall G02-nouns N ouns-matching 

M E C% M E C% M E C% 
1 251 9 96 130 2 98 187 6 97 
2 345 11 97 177 2 99 206 6 97 
3 393 12 97 199 2 99 241 6 98 
4 441 12 97 229 2 99 257 8 97 
5 451 12 98 234 2 99 258 9 97 
6 459 13 97 248 2 99 272 9 96 
7 474 16 97 254 3 99 280 11 96 
8 483 16 97 254 3 99 284 11 96 
9 498 16 97 261 3 99 288 11 96 

10 526 22 96 300 4 99 296 12 96 

Table 8.1: Word selection performance on the original 885 neighborhoods (with 
8-'7% correct at the top choice). M=number of matches. E=number of errors. 
C=correct matches in percentage. 

8.4 Logical Linking 

An important step in logical linking is to detect the locations in the recognized 
text where linkings to other document elements are needed. There are two 
types of references: explicit reference and implicit (contextual) reference. The 
explicit references include the figure and table callouts, chapter and section 
references, and footnote and bibliography indices. The contextual references 
include keywords, key phrases and the domain of discourse of a text paragraph. 

The explicit references are located by using graphical cues from the recog­
nized text. The graphical cues provided by font change, case, point size, and 
underlines are used to locate the possible references. Figure and table callouts 
are indicated by upper cased ,words. Parenthesized text often contains figure and 
table callouts and bibliography indices. The system locates strings of characters 
delimited by an open and closed parenthesis. The objective is to to find text that 
has a high probability of being a reference. Footnote indices can be detected by 
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the sudden change in point size and character baseline position of the characters 
at the end of a word. 

The implicit references are located based on the content of caption of the 
figures and tables and the data entries of the table. Keywords or key phrases 
are extracted from these text areas and are used to find text where these keys 
are found. 

8.5 Conclusions 

Our work concerns three major processes which help to build a DL database 
for IR. Several components of the system are shown to be useful for creating a 
DL database. The de~ of these processes stresses the importance of robust­
ness and ease of adaptation to the processing of different documents. Output 
generated by these processes facilitates the IR mechanism to produce intelligent 
response to user queries. An adaptive approach to document understanding was 
presented in this chapter. Its robustness was shown to be crucial to the success in 
processing varied library documents. This chapter also presented an adaptation 
of the vector space model for information retrieval to improving the performance 
of a word recognition algorithm. The neighborhoods of visually similar words 
determined by word recognition are matched to a database of documents and a 
subset of documents with topics that are similar to those of the input image are 
determined. 
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