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Abstract

A system to sutomaticaily locate and recognize ZIF Codes in
handwritten address is described. Given 2 grey-scale image of
2 handwritten address biock, the system preprocesses the im-
age by threshoiding, border removal and underiine removal.
Oune or more candidate words for the ZIP Code are isoigted.
Each candidate is divided into 5 or 9 segments and recognition
is attempted on each segment. Digit recognition is accom-
plished by means of an arbitration procedure that takes as in-
put the decisions of three different classifiers: tempiate
matching using stored prototypes. 4 mixed approsch that uses
statisticai and structurai ansiysis of digit boundary, and a ruie-
based approach to smaiyze digit strokes. The resuit of ZIP
Code recognition is verified using a postsi directory. Perfor-
mance of the system, still under refinement, is promising.

1. Introduction

We consider the problem of automnatically determining the
destination ZIP Code trom handwntten postal addresses. The
ZIP Code is a five- or nine-digit number which is the principal
information used in United States post offices to sort mail.
About 1S percemt of First-Class mail handied by the United
States Postai Service (USPS) is handwritten (either hand-
printed or cursive), which transiates into nearly ten billion mail
pieces annually {6]. Present postal optical character recogni-
tion systems were designed 1o read machine printed mail. Only
a smail percentage of handwritten addresses are recogmzed
thus leaving a large voiumne of mail that must be processed
in costlv semiautomatic or manual processes.

There are various characteristics that make the Handwritten
ZIP Code Recogmtion (HZR) problem challenging. Some of
these characteristics are: addresses where the ZIP Code is not
in the last line. which makes the ZIP Code {ocation problem
non-trivial. underlines in the address which make ZIP Code

location and higit segmentation difficult, and poorly formed
addresses without a ZIP Code that may be incorrectly identi-
fied as containing a ZIP Code.

A complete system for unconstrained HZR needs many
components. At the most basic image processing level, an in-
put image mus} be thresholded and noise (e.g., irrelevant lines)
must be removed. The text line iocations in the address must
then be d ined, separated into words, and candidates for
the ZIP Code, city name, and state name must be determined.
The city and s names may have to be read either to verify
the ZIP Code or because the ZIP Code is absent.

Section 2 gi\Les the present controi structure for a system
under deveiopniem. Section 3 describes the preprocessing steps
of thresholding, border removal, and horizontai line removai.
ZIP Code location is described in Section 4. Section 5 dis-
cusses ZIP Code recognition; it inciudes descriptions of three
digit recognitiod algorithms and an arbitration procedure. Sec-
tion 6 deals with performance evaluation, error normalization
procedure, and the experimental resuits. Section 7 contains
plans for furtixc1 improving the system.

2. Control Sﬁ;ucture

The current vérsx’on of the system contains the following

operational units:

1. Border removal;

2. Threshoiding; |

3. Horizontal line removal;

4. Text line segmentation;

3. Locating ZIP Code candidates;

6. ZIP Code entation;

7. Digit recognition;

3. Comparing recognized ZIP Code with legal ZIP Codes.

The tlow of co#mol in the currem HZR system is shown
in Figure 1. The system begins when a grey-level address block
image is input. T*xe image is thresholded using an adaptive
thresholding technique. Underlining is removed from the im-
age. Then, the image text is segmented into text lines. This
process classifies each connected component as a member of
one or more lines land thus establishes the relative locations
of features in the image.

Although ZIP Code candidates can occur in any of the bot-
tom six lines, roughly 90%.of the ZIP Codes can be found
in line 1. and anothcr 5% of the ZIP Codes fall into line 2
{2]. Furthermore, ip lines 3 and above, non-ZIP Code digits
(such as a box nuum that can be mistaken for a ZIP Code
often occur. (Note: the lines are numbered from bottom to

top.) 1
1
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FIGURE 1. Flow of controi in ZIP Code location and recognition.

To avoid selecting invaiid ZIP Code candidates and still seject most
of the vaiid ZIP Code candidates, we currently consider only the
bottom wo lines.

Therefore, the system uses the ZIP Code location program to
search for two ZIP Code candidates, one each from lines | and
3. Each candidate is assigned a confidence from — 1 10 + |, where
~ | represents a very low conridence and +1 represents a very high
confidence that the candidate is a ZIP Code. First, the control
structure invokes the ZIP Code location program to focate the first
ZIP Code candidate( from line 1). Eitheranimageof thecandidate
or a response that no candidate was found is rerurned. If no first
candidate was found, the first candidate is assigned a conridence
value of * — |"" and the controi structure begins to process the ZIP
Code from the second location. If a candidate is found in the first
location. the candidate is anaiyzed to determune the number of
components it contains. [f the candidate contains iess than 3 con-
nected components, the candidate is assigned a confidence value
of “ - 1" and the control structure bequns to process the ZIP Code
from the second location. If the candidate in the first location
contains 3 or more connected components. the candidate is
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processed to determine the identification and confidence of its

digits.

To process the i the ZIP Code segmentation program
divides it into either 5 or 9 digits. Then, the digit recognition pro-
grams are applied to d ine the identity of each segmented

digit. If all digits are identified with sufficient confidence, the ZIP
Code mndxdmnm@r a confidence vaiue based on the confi-
dence of the individual digits. Furthermore, if the candidate has
9-digits, the confidence is increased. This is because any candidate
with 9 recognized digits is very likely the corrrect ZIP Code. If
any of the digits is not gnized, the ZIP Code candidate is as-
signed a confidence vaiue of “ 1" Also, if the candidate is not
in adimoryofvaﬁdj:j Codes, it is assigned a confidence vaiue
of “—17"

Whether or not a ZIP Code was found in the first location,

the second location is pro to find a ZIP Code. The process-
ing of the second i is identical to the processing of the
first candidate, except no additional searches are made for
other candidates. 1

Next, a check is made To see which (if either) of the candidates
should be determined to be the ZIP Code. A candidate is consi-
dered valid if its confidence is above a threshold (currently set at
0.0). This simply means all of the ZIP Code digits were recog-
nized and the digits comprise a valid ZIP Code. If neither candi-
date is valid, the control structure returns a rejection message. If
only the first candidate is valid, that candidate’s ZIP Code vaiue
is returned as the soiution. If only the second candidate is valid,
that candidate’s ZIP Code value is returned as the solution if its
confidence is above 0.8. This higher confidence value is required
because the candidates chosen from the second location have a
higher likelihood of error.

If both candidates have valid 5-digit ZIP Codes, the controi
structure returns a rejection message. Both candidates are rejected
+0 avoid confusion a ZIP Code and some non-ZIP Code
identification number (such as a bax number). If one or more of
the candidates is a valid 9-digit ZIP Code, the ZIP Code with the
highest contidence is chs;(:len.

3. Preprocessing i

|
The HZR system receives grey-scale digital images as input,

These images are digivjz‘g at 300 pixeis per inch and are rectan-

gular blocks that contain the entire address. These images
must be thresholded ax‘xd normalized to remove as much of
the writer-dependent characteristics as possibie We have in-
ciuded routines for border removali, thresholding, and horizon-
tal line removal in our preprocessing algorithms.

|
2.1. Border Removai

An arufact of the digitization process is that some images
in the database have a biack border in parts of their edges.
This was caused by a btk background on the digitizing table.
If an address was written on a mailpiece so that it came very
close to the edge, the black background might have come into
the field of view. When digitized, the borders have very low
grey levels. If not removed, the borders can intertere with the
threshoiding and connected component analysis.

The borders must be reteczed before they are removed. This
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is done by scanning the edges for large, very dark areas. Pixels
on the edge between the black background and the enveiope
are used to fit a line to the edge. A best fit line is used to
compensate for local variations along the edge. After the fit,
pixels between the line and the nearest edge are set t0 white,
effectively removing the border.

3.2. Threshoiding

The grey level images that are received by the HZR system
contain only an address block. This is most often composed
of the text and a plain background. The frequent lack of varia-
tion in the background and the relatively high degree of con-
trast between foreground and background simplifies the
thresholding problem. After investigation of several alternative
methods. including experimental implementations. a technique
due to Otsu was adopted that performs quite well on handwrit-
ten address images (3].

This algorithm determines a global threshold which divides
the grey level image into two classes (black and white pixels).
The global threshold is chosen as the value that maximizes the
between-class variance of the grey level image. Experimental
results have demonstrated that this technique performs well for

the HZR application.

3.3. Horizontal Line Removai

Frequently, the words in an address are written on horizontal
machine-printed guidelines that are provided to assist the
writer. Often the handwritten text of the address intersects the
horizontal lines. The text and the lines are then tused during
thresholding and resuit in an image that is not conducive to
connected component analysis to locate the ZIP Code. and
SO on.

A technique for horizontal line removal has been developed
to solve this problem. This algorithm makes two passes in scan
line order through a thresholded image. In the first pass, the
width of a pen stroke is estimated. In the second pass. runs
are located that are ionger than the stroke width plus a

thresnold. These runs are hypothesized to be horizontai lines and
thev are removed.

4. Zip Code Location

Betore any recogmition can be performed, the digit strings
must be located in the image. A line segmentation algorithm
separates the image into lines of text.

4.1, Line Segmentanion

This bottom-up method is called shaging. It takes a
thresholded image as input, and divides it into vertical strips,
each 100 pixels wide. in each strip. a horizontal protile (con-
taining one position for each pixei row) is made. Each position
in the protile (in each strip) is set to | if any image components
pass though that strip’'s row. Otherwise. the position in the pro-
file is set to 0. After a strip’s protile is determined, the number
of blocks in the strip is determined. A block is a group of
adiacent profile positions which have a vaiue of 1. These

blocks can be considered portions of the strip which contain
image components. All block positions are recorded, unless
they are too small (vertically), in which case they are consi-
dered noise and are ignored.

After all the blocks from all the strips are created, the blocks
are connected to form lines (of address block text). Preliminary
testing has shown that blocks from adjacent strips which over-
lap vertically are usually from the same address line. So, blocks
that are horizontally adjacent and vertically overlapping are
connected. Using a set of heuristics, the blocks are connected.,
forming a topoiogical graph, where blocks are represented as
nodes and block connections are represented as node connec-
tions. However, sorting out the topological map into address
block lines is not a straightforward task. Additional adjust-
ments are needed in several situations.

Determining how to adjust the topological map to closely
correspond to the address block lines is an area of ongoing
research. Currently, we are using heuristics to separate (or join)
blocks in each vertical strip.

4.2. ZIP Code Location

A ZIP Code candidate is determined by using information
from the ling segmentation program, digit recognition pro-
grams, and Z[P Code location characteristics. The program
returns either|a ZIP Code image or a message stating that no
ZIP Code was found.

The ZIP Code location program first reads in the line seg-
mentation results and examines only those connected compo-
nents determined to be in the chosen iine (the chosen line is
the line in which the system chooses to look for a ZIP Code).

The ZIP Code location program then searches from right
to left looking for a valid ZIP Code candidate. Each connected
component is|identified (with some uncertainty) as either a
digit, a dash, or a comma. This is done by using size thresholds
and by applying the digit recognition technique to each com-
ponent. The program then uses a set of heuristics to select a
set of connected components that may be interpreted as a ZIP
Code. In strajght-forward cases, the first five components
found will be digits and a gap will be found to the left of the
five components. However. digits are often touching and can-
not be identified. In addition, it is not always easy to distin-
guish gaps between digits and gaps between words, since their
widths can vary considerably.

Using heuristics, the program gathers up to five connected
components tq be a ZIP Code. If a dash is encountered, the
system will check if a reasonable number of components are
to the right of |the dash. If not, the program will return a “*no
ZIP Code found” message. If a reasonable number or compo-
nents are to the right ot the dash, the program will assume
that it is searching ror a 9-digit ZIP Code and look for another
3 digits to the| left of the dash.

The program continues gathering digits, until it has found

the correct number (5 or 9) ot digits. Then, the program will

search to the le
tinal step is to
not chosen the
(such as a box
been designed
a ZIP Code |

ft of the last component tor another digit. This
make sure the ZIP Code location program has
last 5 (or 9) digits of an identification number
number). The ZIP Code location program has
to return the largest set of recognized digits in
ocation. If the ZIP Code iocation program
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returns a ZIP Code with too many digits, it is hoped that dur-
ing the ZIP Code segmentarion or digit recognition the system
wiil determine that the current candidate has an invalid num-
ber of digits and the candidate will be rejected.

Another reason for looking to the left of the last component
for another digit is that 9-digit ZIP Codes do not always con-
tain an easily distuinguished dash. By searching for the extra
digit, the system will often find the entire 9-digit ZIP Code
even when the dash is not identified

One drawback to this approach is that characters may be
recognized as digits and included in the ZIP Code. For instance
the “O” in “CO” (abbreviation for Colorado} may be included
in the ZIP Code. However, in most cases where extra characters
are included as ZIP Code digits, the ZIP Code will be rejected
since the ZIP Code contains an invalid number of digits.
Therefore, our ZIP Code location system will tend to have
more rejections and fewer errors, which is necessary to keep
the error rate within the desired limirs,

Further improvements to ZIP Code iocation can be achieved
by using better digit recognition aigorithms. Also, the heuris-
tics can be made more sophisticated and more robust. For in-
stance, it may be useful to tentatively idenufy the state name
jocation so that none of the state name characters are included
in the ZIP Code candidate.

5. ZIP Code Recognition

Our approach for ZIP Code recognition is based on the
traditionai segment and classify methodology. This approach
is usually most successful for machine-printed text where the
boundaries for digits are either well-determined or can be
guessed with a reasonably high degree of accuracy. However,
this is not neariv as true in unconstrained handwritten address-
es where the text can be cursive or printed and where the letters

or digits can be touching.

5.1, Preprocessing

Several preprocessing steps are applied to a handwritten ZIP
Code before its digits are recognized. The objective of these
steps is to reduce the vanability in ZIP Codes and to give the digit
recognition algonthm images that are as free from writer-
dependent efiects as possibie.

Segmentation

Given an image that contains a full string of ZIP Code digits,
the algorithm segments the image into regions that each contain
an isolated numerical. The resulting images are passed to the iso-
lated numerical recognition subsystem. Because a legal ZIP Code
consists of either rive or nine digits. this algorithm appiies this
knowledge as one of its basic assumptions for the invocation of
splitting or merging operations. The technique consists of the fol-
lowing major phases: connected component analysis, estimation
of the number of digits in the input image, and grouping and dis-
section.

First, the physical attributes (X/Y coordinates, height, width,
area size, etc.) of each connected component in the ZIP Code im-
age are recorded. Other auributes based on the whole stning of
digits in the image {its upper and lower contour profiles. the topo-
logical relationship between biobs te.g., ieft of, right of, etc), the

10

positions of ZIP Code string’s upper line, central line, and lower
linej are aiso computed and recorded. In addition 1o the creation
of data structures, operations are performed on the image.
These include sorting components acconding to their heights,
selecting the digit mdndata from all the components, detecting
and removing of underii removing noise, and removing long
ligatures from digit

Based on the atributes described, the program makes an esti-
mation of the number of digits in the image. In addition, spacing
between connected components is used to group components into

digit clusters, where cluster is determined to contain one or
more digits. ‘

Then, the extraction | and the necessary grouping or dis-
secting operations are performed to generate isolated digit images
from the clusters. To nontouching digits, separating line
segments are drawn to gnc!osc zones that contain isolated digits.
Grouping operations e separated biobs and their containing
areas into a compiets digit zone. Grouping is often required when
a digit is fragmented it is thresholded or when more than

one blob constitutes a complete digit (digits “4” and “5” are the
rmost frequently seen ). The grouping function merges com-
ponents in either neighboring clusters or a singie cluster. Dissect-
ing operations spiit connected or touching digits and try to
maintain the originai digit shapes for the purpose of recognition.
Once the number of digits touching each other is determined, the
splitting routine will select the proper positions and dissect the
blob into that number of digits. The dissecting positions are deter-
mined by considering severai factors: the siant angie of the whole
ZI1P Codestring, the ave width of digitsin theimage, the peaks
and valleys detected from the lower and upper contour profile
respectively, and the number of strokes near the place where touch-
ing is predicted. The dissector uses different techniques to separate
digits depending on the factors mentioned above. For exampie, if
both a peak and a valiey are found near the predicted position, the
dissector will first try to draw separating line segments in the gap

. between two digits by directly cutting through the touching portion

. If only a peak or valley is found,
then asimijar operation “hit and deflect” is performed. This
technique is always guided by the slant angle. If no peak or vailey
is found, a “single stroke” area will be chosen to cur through.

After ail the proper actions have been taken, each enclosed sin-
gledigitis extracted and output along with the size of its minimum
bounding rectangle.

from the peak to the v

Size Normalization
Allthe charac::ﬂ:nﬂion algorithms in the HZR system use
the same size no ization aigorithm. Size normalization is per-

formed in two steps. The first step normalizes for height and the
second for width. This|is done so that inherently thin digits like
“I" are not distorted with respect to thicker digits such as “8”".
Aninput digit of height 4 and width w; pixeis is mapped to height
h and width w. Anintermediate stepis used that produces an image
of size height A’ and width w’ where

w' = p-w, and

h

p= —E—
The variable p holds the proportion used to scale the height.

Height normalization is performed by scanning the originai image
and for every pixel with/coordinates (x, »), thepixelat(x - p, ¥ - p)
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in the normalized image is set to black if and only if the pixel at
(x, y) is black. ‘

Width normalization is given the output of the height normali-
ration and considers two cases. If w” < w, the height-normaiized
image is centered in an area of size A x w. If w’ > w, a shear
transformation is performed. This is done by scanning the height-
normalized image. For every pixel at (x, ), the pixel at (x/w’) - w,
) is set to black if and only if the pixel at (x, y) is black.

5.2, Dizir Recognition

Several previous algorithms for handwritten digit recogni-
tion have used a hierarchical approach in which more than one
basic algorithm is applied either in sequence or in parallel.
This is done to achieve (i) higher speed by applying the most
efficient algonthms first and accepung their resuits only if consi-
dence is high enough and (ii) greater accuracy by combining the
results of more than one aigorithm {1, 5], Instead, we have fol-
lowed a paraile] approach in order to achieve a high recogni-
tion rate and a low error rate. Our method inciudes three al-
gorithms: (i) a tempiate matching algorithm to make a decision
wased on the overall holistic characteristics of the image, (ii)
a mixed statistical and structural classifier used on features ex-
tracted from the contour of the character, and (iii) a structurai
classifier used on information about the size and placement
of strokes in the image. These three algorithms were chosen
because they utilize different types of information in the image
and thus have a better chance of compensating for each other’s
weaknesses. Each of the algorithms is applied to the same digit
image and their resuits are combined with a decision tree 10
achieve a classification decision.

The subsequent sections describe each digit recognition al-

gorithm.

Tempiate Matching

The tempiate martching approach for digit recognition uses
a large library of size-normalized templates as its training data.
An input image is recognized by marching it to the prototypes
in the librarv, The matching criterion is the sum of the
exclusive-or, that is, the number of pixels that are different
hetween the size-normalized input digit and the size-normalized
prototypes. The smailer this vaiue, the better the match.

A digit is classified by this method by determining the ciosest
prototype in each class. Thedifference between the two minimum
distances 1s compured and used as a measure of the goodness of

the match.

Mixed Approach: Statistical and Structural Analysis of Boundary
A pproximation

This method tirst approximares the contour of a character with
1 piecewise linear fit. [t then computes features from that fit and
places them in a feature vector. This vector is matched to & stored
set of labeled prototypes and two ciasses that march best are deter-
mined. The matching 15 done with both structurai feature tests
and a weighted Euclidean distance. The structurai tests are per-
‘ormed on features such as the size and location of holes that have
proven useful in parttionng a training set into known subsets.
This approach is based on a method that has previously demon-
strated high recognition rates {4].

The teatures that are evracted from these descriprions are

l

TABLE I. The features used for digit recognition by the mixed ap-
prosch f

feature | description
o number of componens in image (1 or 2).
1 number of holes in image.
pA hole description vanable,
3 number of concave arcs on extemal boundary.
4 number of concave arcs on left side oniy.
5 distance from the top of the character to
6 the first, second and thind largest concave
7 arcs respectively.
8 lengih of the outside polygonal boundary.
9 lengh jof the outside polygonal boundary from the

10p 10 the first concave vertex down the left side.
10 10p y-¢oordinate of the uppermost or only hole.
11 bottont y-coordinate of the uppermost or only hole.
12 top y~toordinaie of the lowest hole, used only if
feature #1 >= 2.
13 bottom y-coordinaie of the lowest hole, used onty if
feature #} >= 2,
14 horizontai thickness of component.
15,16,17  opening.penmeter and direction.respectively, of the
concave arc with the largest cavity.
18,19,20  opening,perimeter and directionrespectively, of the
concave arc with the second largest cavity.
122,23 opening,penimeter and direction.respectively, of the
concave arc with the third largest cavity,
24 posictl:n of the arc with the largest cavity.
(1-rightside.0-lefiside)
5 number of significant concave arcs on the left side.
26 number of significant concave arcs on the right side.

(significant ; opening/perimeter < 0.9)
|

shownin Table . ‘f’hc classifier is a mixture of a structural, decision
tree classifier that determines in which subset of classes a given
vector belongs. A modified k-nearest neighbor classifier is then
used on the fwu]lr: vectors in those ciasses,

Stroke Analysis ,«hppmack

The stmmuxa!!mcthod of numerai recognition decomposes a
numerai into strokes that are used as features for classification.
The feature extractor computes contour profiles, stroke run-
length, holes and their estimated stroke width. Then the numerical
is compietely deltcribed as a group of nearly horizontal strokes
(H-strokes) and neariy vertical strokes (V-strokes),

The numeral classifier uses the detected strokes, hoies, and
character profiles as features, The classifier consists of many rules,
cach specifies & ¢ in type of numeral. These rules describe the
structure and the topological criteria of various types of numerais.
For exampie, a rule for a type of digit “0” is the following:

There are twa H-strokes, two V-strokes, and one hoie; two V-
strokes are connected to the upper H-stroke and the lower H-
stroke, one at left and one at right; and the hole is positioned
in the center 10: those strokes,

These rules % constructed by observing the resuits of the
stroke decompdsition process as applied to 1754 numerai samples
of training dat. We summarized the resuits as different proto-
types, then built the corresponding ruies. These rules enabled the
classifier to recognize 88 percent of the 1754 digits,

|
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Arbitration Procedure

The results of applying the three digit recognition algorithms
discussed above are combined using the decision tree shown in
Figure 2. The first branch of thedecision treeis: if the best decision
of the three techniques agrees, then output that decision. The con-
fidence associated with that decision is 0.996, which reflects the
proportion of correct decisions with a training set of 8142 digits.
Subsequent tests check other combinations of decisions. Al-
together there are nine such tests in the tree

6. Performance Evaluation

An example of the operation of the complete system is
shown in Figure 3. Some of the intermediate processing steps
of an image are shown. A grey level image is shown in (a).
The threshoided image is shown in (b). Next, underlining is
removed (c) and two ZIP Code candidates are extracted from
each of the bottom two lines (d and ¢). In this example, the
word “ZIP CODE" is placed in the bottom most line by the
line segmentation program. The ZIP Code segmentation seg-
ments each of the ZIP Code candidates (f and g). The seg-
mented digits are passed to digit recognition algorithms and
the results are seen in (h) and (i). For the recognition resuits,
the first value is the value of the recogmzed *digit”. The second
vaiue is the confidence. The third value is the branch number

from the decision tree,

-

In our current system, all recognition resuits from branches
8 and 9 are rejected, so the ZIP Code in (h) is rejected. Digits
from branches 8 and 9 are fejected to keep the error rate within
reasonable limits (these two branches have the highest error
rate). Furthermore, the ZIP Code in h “08000” is not a valid
US ZIP Code and would be rejected anyway, So, our system
correctly selects the second ZIP Code candidate as the proper
ZIP Code and returns “10036” as the resuit.

in the design phase, most algorithms for the HZR system
were designed using a “training” data set of 1000 handwritten
address images. The performance of the system was tested us-
ing 500 other images. Allthe images were gathered from live
mail at the USPS sectional center facility in Buffalo, New
York. The resuits shown in Tabie II describe the system perfor-
mance as of March 1, 1989 (see Section 7 for further informa-
tion), As we have described, the HZR system research is
ongoing and system performance is being improved on a (near-
ly} day-to-day basis. | :

For each test image, the HZR system returned one of two
responses: a ZIP Code (5- or 9-digit) or 2 rejection message.
A rejection message indicated that the system did not find
sufficient information to determine a ZIP Code value.

The contents of each M had been manuaily examined
and entered into an index. The desired response for each image
was determined by ining the index entries for the proper
images. A correct response wouid be the proper ZIP Code (if
present) or a rejection (ifj no ZIP Code was present). The per-
|
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TABLE 1I. Svstem performance

[ Group  Coos  Conamon Count % |
! 1.1 ZIP correcty reaq 215 43.0
(Correct) 1.2 Ne ZIP Code present 44 8.8
: Subtotal 259 51.8
< 2 Reigchion Falura 229 458

(Rgiect)

: 3 3.1 Locauon {aiure {No ZIP) 1 0.2
| {Erron) 3.2 Locauon or recognition failure (w. ZIP) 11 2.0
[ Subtotai 12 2.4
TOTAL 500 100.0

1.1 ZiP Code present and correctly read.

1.2 No ZIP Code present and image rejecied.

2 ZIP Code oresant, out no ZIF Code cancidates found.

3.1 No ZIP Code present. but SOMSINING 8ise was xenohisd
as a ZIP Code and recognized, |

3.2 IIP Code present. but other canckiates
were 1oung anwor ther aigits were recognized,
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formance of the recognition system was measured by compar-
ing the system’s response for each image to the appropriate
index entry.

For each image, one of three outcomes was possible. A
CORRECT response meant that the recognition system
response matched the index entry ZIP Code or that the index
entry indicated no ZIP Code was present and the recognition
system returned a rejection message. A REJECT response
meant that the recognition system returned a rejection message
and the index entry indicated that a ZIP Code exists for that
image. An ERROR response occurs when the system returns
a ZIP Code that is different from the value listed in the index
entry (including cases where the index entry indicates no ZIP
Code exists). Using these outcomes, we were able to determine
the overail system response

Further analysis was done to determine the exact causes of
failure (both rejects and errors). By anaiyzing the failure rate of
the HZR system we tound that the primary causes of failure and
the percentages they account for are ZIP Code location (48%),
digit recognition (18%), preprocessing {primarily underline re-
moval (14%)). and line segmeniation failures {5%).

7. Discussion

The system described in this paper is able to correctly recog-
nize 51.8% of the ZIP Codes with an error rate of 2.3%o,
Although the basic algorithms are the same, a number of im-
provements have been made since this paper was originally
submitted. Qur current improved system correctly recognizes
72.2% of the ZIP Codes with an error rate of 2.4%. Although
many refinements contributed to the higher success rate, the
major advance was in ZIP Code location. The improved loca-
tion systemn creates a teature map of the address block. The
feature map includes likely location of the city name, state
name, and ZIP Code. The feature map ailows us 10 examine
a variety of information which is helpful in identifying the ZIP
Code location and the focation of other words in the address
{i.e., if a line contains a city name followed by the state name.
the line below is likely 1o contain the ZIP Code). The next
two sections describe our tuture directions.

ZIP Code Locarion

The ZIP Code location aigorithm described in this paper
identifies digits. dashes. and commas and then tries to locate
the ZIP Code based on the spacing and size of these compo-
nents. This approach has ditficulties since not all ZIP Codes
will look like digits (prior to segmentation) and some non-ZIP
Code digits (such as box numoers) wiil look identical 1o ZIP
Codes. Global information about the address block is needed
to isolate ZIP Codes.

For instance. knowing the location of the street address can
help direct our search for the ZIP Code. since the ZIP Code
will usually be below the streer address. 1f we knew the approx-
imate location of the state name. this mav help prevent us from
inciuding characters tfrom the state name in the ZIP Code can-
didate.

Qur improved svstem develops a map ot the address block
using the location of features such as the state and city names.
The map is used as an organizauonal device (0 maiatain infor-

mation about the image and helps direct the search for a par-
ticular address blocki.

Another advantage of creating an address map is that the
knowledge is available to the control structure. The heuristics
used by the ZIP Code location program were originally buried
inside the program. Moving the address block information out of
the individual p! and into a globally accessible database
gives us greater ﬂcxibﬂiey in how the knowledge is used. In addi-
tion. the more accessible the informanon is, the more likely that
the proper information wiil be avaiiable when it is needed.

One exampie of useful information that may become availa-
ble is contextual infgrmation. Identifying the state name (or
the first letters of the state name) may provide additional clues
as to where the ZIP Code digits start. So, work on ZIP Code
location is focused on the development of a top-down ap-
proach that uses a wic?c variety of information,

Digit Recognition |

There are many that can be pursued to improve the
accuracy of digit gnition. Because our system is based on
several algorithms applied in parallel, our first effort will be
to add another recognition algorithm. We have had a pure rule-
based method that anaiyzes the contour of a digit under de-
velopment for s months. Recently, we have begun to test
this technique. Preliminary results are similar to those we
achieved with the other methods. Therefore, it can be expected
that a similar effect can be achieved if we add this classifier
10 our paraliel schemq! namely, an increased rate of correct rec-
ogmtion and a lower error rate.

Another way to in?prove performance is to read ZIP Codes
without segmenting them. We have developed a preliminary
plan of how to do this. Our method will be based on the tem-
plate matching digit recognizer. A ZIP Code will first be nor-
malized for height. The prototypes will be matched
continuously across the image, A ZIP decision will be based
on a combination of these resuits.

We aiso plan to investigate the appiication of digit recogni-
tion during segmentation. As the segmentation program oper-
ates. it would be useful to know if a certain cut was performed
whether the digits would be recogmzed. If they are, then it
is a good bet that this is a proper cut to make. The ability
of such a scheme to improve digit recognition will be de-
termined.

A thorough method of contextual post-processing (CPP)
also should be devqoped. CPP uses external information to
compensate for and detect errors or correct rejected digits.
Right now we are using a dictionary of allowable ZIP Codes
to check the validity of a ZIP Code. We would like to develop
a more complete method that uses the allowable digits provid-
ed by the dictionary to perform digit recognition again. The
difference would be|that this time the classes could be con-
straned ahead of time. This could potentiaily be very helpful
information in that it could eliminate the consideration of ille-
gal classes. This would be useful in the template matching and
mixed approaches t at use sets of prototypes where such top-
down knowiedge conid be useful,

Another way 0 improve digit recognition is to use information
about the identify of ¢ity and state names. We have several tech-
niques under development for character recognition that could
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prove useful. They wiil be further developed and thetr uttlity will
be determined.
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